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Some recent developments in the study of quantum gravity and its semiclassical limit are reviewed. The discussion includes the role of constraint equations in quantization, the definition of 'time' in the semiclassical limit, the various forms of 'backreaction' in semiclassical gravity and the role of vacuum fluctuations in quantum gravity.
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1. Introduction

The general relativity and quantum theory represent two major intellectual achievements of this century. These two theories are also considered to be 'universally applicable' i.e. all physical systems must obey the principles of quantum theory and general relativity. It is, therefore, essential that we should be able to combine these principles into one consistent set.

There were several attempts, especially in the last twenty years or so, to merge the principles of general relativity and quantum theory. None of these attempts have really succeeded in effecting such a merger; but they have unravelled several fundamental issues related to quantum theory and gravity. In this review, we shall study some of these issues.

Why is it so difficult to combine the principles of general relativity and quantum theory? There seem to be, essentially, three different regions of conflict:

First and foremost, general relativity demands equivalence among all coordinate systems; it does not single out any preferred time coordinate or a set of observers. This is in direct contradiction with the usual description of quantum field theory. These descriptions use the concept of 'virtual quanta' of the fields to study all the interactions. To define these quanta, one has to introduce a privileged class of observers.

The situation gets worse when we attempt to quantize the gravitational interaction. It is impossible to separate the gravitational field from the geometrical aspects of space-time. Therefore, any model which quantizes the gravitational interaction has to tackle the issue of quantizing the space-time structure. In particular, the notion of a 'background space-time'—in which physical interactions take place—is no longer valid. Without a background space-time—and, in particular, without a notion of spacelike surfaces or 'time'—it is impossible to define and study the evolution of the physical systems. This is the second difficulty.

Lastly, certain conceptual issues related to quantum theory assume serious proportions when applied to the space-time structure. Quantum theory, as we understand it today is logically incomplete. The best interpretation available (the 'Copenhagen interpretation') relies on the existence of the classical observers and processes of measurement. It is impossible to apply such concepts directly to gravity. Thus, the semiclassical limit to gravity creates difficulties which are not encountered elsewhere.

This review addresses these questions in five parts, starting from Sec. 2. We give below, a brief summary of the contents and structure of the review:

Section 2 sets the stage by expressing the action for the gravitational field in the canonical $(3 + 1)$ form. This section also describes the dynamics of systems with 'constraints'. The concept of 'constraints' is central in understanding the quantum theory of gravity. Because of this reason, the discussion in Sec. 2 is somewhat longer than what is usual in a review of this kind. Certain subtleties involved in the relationship between the reparametrization invariance and constraints are also clarified in this section.
Section 3 takes up the most peculiar feature of the quantum gravity: lack of a natural time coordinate. This problem can be tackled either by introducing some form of "internal time" or by introducing "clocks" in the space-time. The connection between these two approaches is discussed in this section and the semiclassical nature of 'time' is emphasized.

Section 4 deals with some recent advances in the study of the semi-classical limit to quantum gravity. Since it is generally believed that quantum gravity can be described—formally, at least—by the Wheeler-DeWitt equation, it should be possible to obtain the semi-classical limit of gravity by suitable manipulations of this equation. It turns out, however, that this procedure is not straightforward; several new issues come up. We study the role of WKB states and Gaussian wave packets in describing the semi-classical gravity in this section. We also discuss the problem of backreaction and its connection with the path integral approach to the semi-classical gravity.

Examples from mini-superspace are used in Sec. 5 to illustrate several aspects of quantum gravity in a concrete fashion. A simple model, consisting of a massless scalar field in a closed Friedmann Universe, allows us to clarify the ideas introduced in Secs. 3 and 4. This section also includes a discussion of Mach's principle in the context of quantum cosmology.

The last section is somewhat of a more general nature than the rest. It discusses certain major conceptual problems which are bound to arise in any attempt to put together quantum theory and gravity. The strength of the discussion lies in the fact that these difficulties are completely model independent and are of fundamental nature.

It is impossible to do justice to all aspects of quantum gravity in any single review. This review is no exception. The subject of Euclidean quantum gravity, the issue of boundary conditions in quantum cosmology and the recent work of Coleman regarding the cosmological constant are notable omissions in this review. Fortunately, all these are covered in several other recent reviews [see Refs. 45, 58 and 59].

Some of the alternative approaches to quantum gravity are not discussed because they fall outside the basic scope of the review. This includes superstrings and Ashtekar variables [see Refs. 60 and 61].

No single approach to quantum cosmology is stressed in this review; the emphasis is more on highlighting the features common to several approaches. Details of specific approaches can also be found in several other reviews cited at various places in the text.

. Classical Gravity As A Constrained System

1. Classical mechanics with constraints

We begin with the simplest system imaginable—a point particle in one dimension moving under a potential \( V(q) \). This is described by the action:

\[
S = \int_{t_1}^{t_2} dt \left[ \frac{1}{2} \dot{q}^2 - V(q) \right].
\]

(2.1)

arying \( q(t) \) we get
\[ S = \int_{t_1}^{t_2} dt \left\{ \dot{q} \delta q - V' \delta q \right\} = \dot{q} \delta q \bigg|_{t_1}^{t_2} - \int_{t_1}^{t_2} dt (\dot{q} + V') \delta q . \] (2.2)

If we want to obtain sensible equations of motion from the action principle "\( \delta S = 0 \)" then we must consider variations \( \delta q \) which satisfy two conditions:

(i) \( \delta q = 0 \) at \( t = t_1, t_2 \) and

(ii) \( \delta q(t) \) arbitrary for \( t_1 < t < t_2 \). For such variations we recover the Euler-Lagrange equations:

\[ \ddot{q} + V' = 0 . \] (2.3)

Note that the action principle itself suggests the nature of the variation \( \delta q(t) \).

The same principle can be cast in the Hamiltonian form. We define \( p = (\partial L/\partial \dot{q}) \), \( \dot{q} = \dot{q}(p) \) and

\[ H(p, q) = \dot{q} \frac{\partial L}{\partial \dot{q}} - L = \frac{1}{2} p^2 + V(q) \] (2.4)

so that

\[ S = \int_{t_1}^{t_2} dt \{ p \dot{q} - H \} = \int_{t_1}^{t_2} dt \left\{ p \dot{q} - \frac{1}{2} p^2 - V \right\} . \] (2.5)

Varying \( p \) and \( q \) as independent variables we get

\[ \delta S = \int_{t_1}^{t_2} dt \{ (q - p) \delta p - (\dot{q} + V') \delta q \} + p \delta q \bigg|_{t_1}^{t_2} . \] (2.6)

We note that \( \delta q \) should vanish at \( t = t_1, t_2 \) but \( \delta p \) is entirely arbitrary. The coefficients of \( \delta p \) and \( \delta q \) in (2.6) give rise to Hamilton’s equations.

So far there has been no 'constraint' on the system. To introduce the constraints, let us consider an action \( S(q, N) \) with an extra degree of freedom \( N \) added:

\[ S = \int_{t_1}^{t_2} dt \left\{ \frac{1}{2} \dot{q}^2 - NV(q) \right\} = S(q, \dot{q}; N) . \] (2.7)

Varying both \( q \) and \( N \) we get

\[ \delta S = \left. \frac{\dot{q}}{N} \delta q \right|_{t_1}^{t_2} - \int_{t_1}^{t_2} dt \left\{ \left[ \frac{d}{dt} \left( \frac{\dot{q}}{N} \right) + NV' \right] \delta q + \left[ \frac{\dot{q}^2}{2N^2} + V \right] \delta N \right\} . \] (2.8)

We see that even though \( \delta q \) should vanish at end-points, \( \delta N \) need not. This gives rise to the following equations
\[
\frac{1}{N} \frac{d}{dt} \left( \frac{dq}{N dt} \right) + V = 0 \quad (2.9)
\]

\[
\frac{\dot{q}^2}{2N^2} + V = 0 . \quad (2.10)
\]

Equation (2.10) is a "constraint" equation. It contains only first derivatives and 'constrains', for example, the initial values of \( \dot{q} \), \( q \), and \( N \). What is more, Eq. (2.10) implies Eq. (2.9)—a fact which can be verified by differentiating (2.10).

Thus we have only one equation (2.10) for what looks like 2 degrees of freedom \{\( q(t) \), \( N(t) \}\}. Why is there this extra freedom?

The extra freedom is associated with a new invariance possessed by \( S \) in (2.7) called 'reparametrization invariance'. Consider the transformation

\[ t \rightarrow t' = f(t) ; \quad N \rightarrow N' = N \frac{df}{dt} \quad (2.11) \]

under which \( N dt \rightarrow N' dt' \). The action \( S \), in (2.7), and the equations of motion are invariant under this transformation. In other words the equations of motion will only admit solutions which depend on the variable:

\[ \tau = \int N \, dt . \quad (2.12) \]

It cannot fix \( N(t) \) or \( q(t) \) individually; only \( q(\tau) \) can be determined. From (2.10) we see that

\[ \int q(\tau) \frac{dx}{\sqrt{-2V(x)}} = \tau . \quad (2.13) \]

[Incidentally, (2.10) has solutions only for \( V(q) < 0 \).]

The connection between the reparametrization invariance and the constraint can also be seen in a different way. Suppose we start with the unconstrained action (2.5), which may be looked upon as (2.7) in the "gauge" \( N = 1 \), and demand invariance under the reparametrization \( dt \rightarrow N dt \). Under \( dt \rightarrow N dt \), (2.5) becomes

\[ S \rightarrow S' = \int dt \left\{ \frac{p \dot{q} - N}{2} p^2 + V \right\} . \quad (2.14) \]

Demanding \( \delta S'/\delta N = 0 \) is equivalent to \( \frac{1}{2} p^2 + V = 0 \) which is the same as the constraint (2.10). Thus invariance implies constraint.

The converse is also true: constraint implies invariance. To see this, we start with (2.5) and impose the constraint \( \frac{1}{2} p^2 + V = 0 \) via a Lagrange multiplier \( \lambda(t) \). We get
\[ S' = S + \int dt \lambda(t) \left( \frac{1}{2} p^2 + V \right) \]

\[ = \int dt \left( p \dot{q} - \left( \frac{1}{2} p^2 + V \right) + \lambda \left( \frac{1}{2} p^2 + V \right) \right) \]

\[ = \int dt \left( p \dot{q} - N \left( \frac{1}{2} p^2 + V \right) \right); \quad N = (1 - \lambda) \]

\[ = \int dt \left( \frac{\dot{q}}{N} \dot{q} - N \left( \frac{1}{2} \frac{\dot{q}^2}{N^2} + V \right) \right) \]

\[ = \int dt \left( \frac{\dot{q}^2}{2 N} - NV \right) \quad (2.15) \]

which is the same as (2.7).

All the above ‘derivations’ are based on the assumption that \((q, N)\) are the basic variables. A very different picture emerges if we put \(N = (d_f/dt)\) and treat \((q, f)\) as the basic variables. This point is discussed later in Sec. (2.5).

2.2. The electromagnetic field

There are certain similarities between systems with the reparametrization invariance and the more familiar systems with gauge invariance. In particular, gauge invariance also leads to constraints.

To illustrate these similarities, let us consider the free electromagnetic field with the action:

\[ S = -\frac{1}{16\pi} \int F_{ik} F^{ik} d^4x = \frac{1}{8\pi} \int dtd^3x \{ E^2 - B^2 \} \]

\[ = \frac{1}{8\pi} \int dt \int d^3x \left( -\dot{\mathcal{A}} - \nabla \phi \right)^2 - (\nabla \times \mathcal{A})^2 \right) \quad . \quad (2.16) \]

We vary \(\mathcal{A}\) and \(\phi\) to get

\[ \delta S = -\frac{1}{4\pi} \int d^4xF^{ik}\delta_{i}\delta A_k \]

\[ = -\frac{1}{4\pi} \left\{ \int_{t_1} d^3x F^{a\alpha} \delta A_{\alpha} \right\}_{t_1} + \frac{1}{4\pi} \int d^4x (\partial_d F^{dk}) \delta A_k \]
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\[
= \frac{1}{4\pi} \int d^3x \delta E \cdot \delta \mathbf{A} \mid_{t_1}^{t_2} + \frac{1}{4\pi} \int d^4x (\mathbf{E} + \nabla \times \mathbf{B}) \cdot \delta \mathbf{A}
\]

\[+ \frac{1}{4\pi} \int d^3x (\nabla \cdot \mathbf{E}) \delta \phi .\]  

(2.17)

The last term implies that \(\delta \phi\) is completely arbitrary and that \(\nabla \cdot \mathbf{E} = 0\) everywhere. Using this fact we see that \(\delta \mathbf{A}\) must be of the form \(\nabla f\) at \(t = t_1, t_2\), if the first term should vanish. This follows from the fact that:

\[
\int d^3x \mathbf{E} \cdot \nabla f = \int d^3x [\nabla \cdot (\mathbf{E} f) - f \nabla \cdot \mathbf{E}]
\]

\[= \int d^3x \mathbf{E} \cdot (\mathbf{E} f) = \int d^3x \mathbf{E} f = 0 .\]  

(2.18)

Thus \(\delta \phi\) is completely arbitrary everywhere and \(\delta \mathbf{A}\) is completely arbitrary for \(t_1 < t < t_2\), but is a gradient for \(t = t_1, t_2\). Therefore \(\mathbf{A}\) and \(\mathbf{A} + \delta \mathbf{A}\) differ by only a gradient at \(t = t_1, t_2\). Put in another way, \(\nabla \times \mathbf{A} = \mathbf{B} = \nabla \times (\mathbf{A} + \delta \mathbf{A})\); the variations leave the magnetic field invariant at \(t = t_1, t_2\) surfaces. For such variations we recover the equations

\[
\dot{\mathbf{E}} = \nabla \times \mathbf{B} ; \quad \nabla \cdot \mathbf{E} = 0 .\]  

(2.19a,b)

As a bonus we see what has to be fixed at end-points\(^2\): it is the \((\nabla \times \mathbf{A})\) or the magnetic field \(\mathbf{B}\). We also see that (2.19b) is a constraint equation involving only the first time derivative of the basic variables.

To see the connection between gauge invariance and the constraint equation, let us now write the action (2.16) in a specific gauge: with \(\phi = 0\). Then

\[
S = \frac{1}{8\pi} \int dt d^3 \mathbf{x} \left( \dot{\mathbf{A}}^2 - (\nabla \times \mathbf{A})^2 \right) .\]

(2.20)

We have only \(\mathbf{A}\) to vary; varying \(\mathbf{A}\) we get

\[
\delta S = -\frac{1}{4\pi} \int d^3 \mathbf{x} \delta \mathbf{A} \cdot \mathbf{E} \delta \mathbf{A} + \frac{1}{4\pi} \int d^4 x \delta \mathbf{A} \cdot (-\mathbf{E} + \nabla \times \mathbf{B})
\]

(2.21)

\(\delta S = 0\) requires \(\delta \mathbf{A} = 0\) at \(t = t_1\) and \(t_2\). We see that while we recover (2.19a), the constraint Eq. (2.19b) is completely lost. This is to be expected because the constraint equation came up in (2.17) as a condition for vanishing of the coefficient of \(\delta \phi\). If \(\phi\) is not varied, then we will lose the constraint equation.
All the same, we can recover the constraint equation by explicitly demanding that $S$ should be gauge invariant; i.e. $S$ should be invariant under the transformation $\mathcal{A} \to \mathcal{A} + \nabla f$. This gives

$$0 = \delta S|_{\delta \mathcal{A} = \nabla f} = \frac{1}{4\pi} \int dt \int d^3x \mathcal{A} \cdot \nabla f$$

$$= -\frac{1}{4\pi} \int dt \int d^3x \mathcal{E} \cdot \nabla \mathcal{E}$$

$$= -\frac{1}{4\pi} \int dt \int d^3x [\nabla \cdot (\mathcal{E} \mathcal{E} - g \nabla \cdot \mathcal{E})]$$

$$= \frac{1}{4\pi} \int dt \int d^3x (\nabla \cdot \mathcal{E})$$ (2.22)

implying $\nabla \cdot \mathcal{E} = 0$. Thus we can look upon the constraint equation as a consequence of the gauge invariance of $S$. The converse is also true: imposing the constraint by a Lagrange multiplier will ensure gauge invariance. To see this, note that the canonical momentum corresponding to $\mathcal{A}$ is

$$\mathcal{P} = \frac{\delta L}{\delta \dot{\mathcal{A}}} = \frac{1}{4\pi} \mathcal{A} = -\frac{1}{4\pi} \mathcal{E}$$ (2.23)

So that the 'Hamiltonian' form of the action is

$$S = \int dt d^3x (\mathcal{P} \cdot \dot{\mathcal{A}} - H(\mathcal{P}, \mathcal{A}))$$

$$= \int dt d^3x \left[ \mathcal{P} \cdot \dot{\mathcal{A}} - \frac{1}{8\pi} (\nabla \times \mathcal{A})^2 - 2\pi \mathcal{P}^2 \right]$$

$$= \int dt d^3x \frac{1}{4\pi} \left[ -\mathcal{E} \cdot \dot{\mathcal{A}} - \frac{1}{2} (\mathcal{E}^2 + \mathcal{B}^2) \right].$$ (2.24)

We add a term with Lagrange multiplier $\lambda(x, t)$ to impose the constraint $\nabla \cdot \mathcal{E} = 0$. We get

$$S' = \frac{1}{4\pi} \int dt d^3x \left[ -\mathcal{E} \cdot \dot{\mathcal{A}} - \frac{1}{2} (\mathcal{E}^2 + \mathcal{B}^2) + \lambda(x, t) \nabla \cdot \mathcal{E} \right].$$ (2.25)

We now write
\[ \int dt \int d^3 \xi \lambda \nabla \cdot E = \int dt d^3 \xi [\nabla \cdot (\lambda E) - E \cdot \nabla \lambda] \]

\[ = -\int dt d^3 \xi E \cdot \nabla \lambda \quad (2.26) \]

getting

\[ S' = \frac{1}{4\pi} \int dt d^3 \xi \left\{ -E \cdot (\dot{\xi} + \nabla \lambda) - \frac{1}{2} (E^2 + \dot{\xi}^2) \right\}. \quad (2.27) \]

Variation of $\delta E$ identifies $E$ with $(-\dot{\xi} - \nabla \lambda)$ so that the Lagrangian form of $S'$ is just

\[ S' = \frac{1}{4\pi} \int dt d^3 \xi \left\{ \frac{1}{2} (\dot{\xi}^2 - \nabla \lambda)^2 - \frac{1}{2} (\nabla \times \dot{\xi})^2 \right\} \quad (2.28) \]

which is identical to (2.26).

Equation (2.22) can also be interpreted in a different manner, which is sometimes very useful. The action $S'$, evaluated along the extremum trajectory, can be treated as a function(al) of the variables at the end point. We know that the canonical momentum can be defined as the derivative of such an $S'_{\text{ext}}$ with respect to the variables at the end-point. [In mechanics e.g. $p = (\partial S_{\text{ext}})/\partial q$] Here, at $t = t_2$

\[ \delta S_{\text{ext}} = \int d^3 \xi \frac{\delta S_{\text{ext}}}{\delta \dot{\xi}} \cdot \delta \dot{\xi} = \int d^3 x \cdot E \cdot \delta \dot{\xi} \]

\[ = -\frac{1}{4\pi} \int d^3 x \cdot E \cdot \delta \dot{\xi}. \quad (2.29) \]

We demand that $S_{\text{ext}}(\dot{\xi})$ must be gauge invariant. That is $\delta S_{\text{ext}} = 0$ for $\delta \dot{\xi} = \nabla f$ at $t = t_1$. This immediately gives

\[ 0 = \int d^3 \xi E \cdot \delta \dot{\xi} = \int d^3 \xi E^\alpha \delta \alpha f \]

\[ = \int d^3 \xi (\partial_\alpha (E^\alpha f)) - f \dot{\partial}_\alpha E^\alpha \]

\[ = -\int d^3 \xi f (\partial_\alpha \partial_\alpha E^\alpha) \quad (2.30) \]

implying the constraint, $\nabla \cdot E = 0$. We will see later that a similar situation arises in the gravity.
The materials of these two sections provide the 'warming up' to study the dynamics of gravity as a constrained system. It is therefore useful to summarize the conclusions of these two sections.

We notice that constraints are signalled by the existence of basic variables in the action without their time derivative (in (2.7) \( N \) appears without \( N \) and in (2.16) \( \phi \) appears without \( \phi \)). The variation of such a variable leads to the constraint equation (Eq. (2.10) arises from coefficient of \( \delta N \) in (2.8) and (2.19b) arises from coefficient of \( \delta \phi \) in (2.17)). Clearly the constraint equation will only have the first time derivatives of basic variables.

The redundant variables exist in the action because of certain extra invariances possessed by the system. [Reparametrization in (2.7) and gauge transformation in (2.16).] Because of this fact, the equations of motion cannot determine all the basic variables which appear in the action. Only certain invariant combinations can be observed (like \( \tau \) of (2.12) rather than \( q \) and \( N \); or \( E \) and \( B \) rather than \( A \) and \( \phi \)).

We can use the extra invariances to set the redundant variables to some definite values (e.g. setting \( N = 1 \) reduces (2.7) to (2.1); setting \( \phi = 0 \) reduces (2.16) to (2.20)). This will not change the dynamical equations of the system (e.g. with \( N = 1 \), (2.9) reduces to (2.3); (2.19a) is obtained in (2.21) as well). However, this procedure makes us lose all information about the constraint equation.

We can recover the constraint equations—even in a chosen 'gauge'—if we explicitly demand the invariance of the action [e.g.: starting with \( S \) in the \( N = 1 \) 'gauge' and demanding invariance under \( t \to t' \), \( \delta S/\delta N = 0 \), we recover the constraint—see (2.14); starting with \( \phi = 0 \) gauge, (2.20) and demanding gauge invariance of \( S \) we recover the constraint: (2.22)]. Equivalently, by starting with an action in a fixed 'gauge' and adding the constraint by a Lagrange multiplier, one can recover the full gauge invariant action. [e.g. Eq. (2.15), and Eqs. (2.25) to (2.28)].

We shall see that all these features come up in the study of gravitational action as well.

2.3. The gravitational field

Einstein's equations are usually derived from the action principle based on

\[
S = \frac{1}{16\pi G} \int R \sqrt{-g} \, d^4x + S_{\text{matter}}. \tag{2.31}
\]

On varying \( g_{ik} \) they lead to the equations

\[
R^k_i - \frac{1}{2} \delta^k_i R = 8\pi G T^k_i. \tag{2.32}
\]

It may seem that these ten equations determine the ten variables \( g_{ik}(x, t) \), provided \( g_{ik}(x, 0) \) and \( g_{ik}(x, 0) \) are specified. However, this is not the case. First of all, the ten equations in (2.32) are all not independent but connected by 4-Bianchi identities (\( G_{ikl} = 0 \)), leaving only \( 10 - 4 = 6 \) independent equations. Secondly, not all equations in (2.32) are dynamical equations. The \( (l_0^i) \) and \( (l_0^i) \) components (\( i = 1, 2, 3 \) do not
contain any second time derivative. Further, even (\(\dot{g}\)) equations—which contain second time derivatives—contains only \(\dot{g}_{\mu\nu} = (\dot{g}_{\mu\nu}, \dot{g}_{0\alpha})\) and not \(\dot{g}_{00}\) or \(\dot{g}_{0\alpha}\). Thus \(\dot{g}_{00}\) and \(\dot{g}_{0\alpha}\) never appear in (2.32).

To see these, note that the second time derivative enters \(R_{\mu\nu\alpha\beta}\) only through \(R_{\mu\nu00}\), in the form \((-\frac{1}{2} g_{\alpha\beta})\). Since \(R\) is formed by contraction, it cannot contain any other (\(\dot{g}_{00}\) or \(\dot{g}_{0\alpha}\)) second time derivative. Next, note that the Bianchi identity can be written as

\[
\left( R_\alpha^\nu - \frac{1}{2} \delta_\alpha^\nu R \right)_{\mu\nu} = - \left( R_\nu^\mu - \frac{1}{2} \delta_\nu^\mu R \right)_{\mu\nu} .
\] (2.33)

The highest time derivative on the right-hand side is a second time derivative. Therefore, the highest time derivative on the left-hand side also should be of order 2; since there is an explicit differentiation with respect to \(t\), \(R_\nu^\mu - \frac{1}{2} \delta_\nu^\mu R\) can at best contain only the first time derivatives \(\dot{g}_{\nu\nu}\). Furthermore, they contain only the time derivatives \(\dot{g}_{\nu\nu}\) and not \(\dot{g}_{00}\) or \(\dot{g}_{0\alpha}\). (Again \(\dot{g}_{\nu\nu}\) and \(\dot{g}_{00}\) enter via \(\Gamma_{x\nu0}\) and \(\Gamma_{000}\) only into \(R_{\nu\nu00}\) which do not contribute to (\(\dot{g}_1\) and (\(\dot{g}_2\) equations.).

Thus (\(\dot{g}_1\)) and (\(\dot{g}_2\)) equations contain only \((\dot{g}_{00}, \dot{g}_{0\alpha}, \dot{g}_{\nu\nu})\) while (\(\ddot{g}\)) equations contain \((\ddot{g}_{00}, \ddot{g}_{0\alpha}, \ddot{g}_{\nu\nu}, \ddot{g}_{\nu\beta}, \ddot{g}_{\alpha\beta}, \ddot{g}_{\nu\alpha})\). The structure of these equations suggest that the six variables \(g_{\nu\nu}\) are genuine dynamical variables, while \(g_{00}\) and \(g_{0\alpha}\) are redundant variables leading to constraints. In the variation \(\delta \delta_\nu\), it is the coefficients of \(\delta g_{00}\) and \(\delta g_{0\alpha}\) which lead to the constraints, just as the coefficient of \(\delta \phi\) led to the constraint \(\nabla \cdot \vec{E} = 0\) in electromagnetism. We also suspect that the constraints are related to the coordinate reparametrizations \(x^I \rightarrow x^I(x)\).

We shall now cast \(S_\nu\) in a different form in which these aspects become transparent.

2.4. Constraints and dynamics of classical gravity

We begin by noticing that the quantity \(R \sqrt{-g}\) can be written in the form

\[
R \sqrt{-g} = \sqrt{-g} g^{ab} (\Gamma'_{ab}^m \Gamma_m^m - \Gamma_{ab}^m \Gamma_m^m) + \partial_a \nu^a
\] (2.34)

where

\[
\nu^a = \sqrt{-g} g^{ab} \Gamma_b^a - \sqrt{-g} g^{ab} \Gamma_b' .
\] (2.35)

We can ignore the four-divergence \(\partial_a \nu^a\) in studying the dynamics. The first term in (2.34) requires some algebraic transmutations which can be best performed in a specific 'gauge'. Let us choose our coordinates such that \(g_{00} = 1\) and \(g_{0\alpha} = 0\) making

\[
dx^2 = dt^2 + g_{\alpha\beta} dx^\alpha dx^\beta .
\] (2.36)

We define the 'extrinsic curvature' of the \(t = \text{constant}\) hypersurface by

\[
K_{\alpha\beta} = n_{\alpha\beta} = \frac{1}{2} g_{\alpha\beta}
\] (2.37)
where \( n_\alpha = n^\alpha = (1, 0) \) is the normal to the hypersurface. It is easy to verify that

\[
\Gamma^0_{\alpha\beta} = \frac{1}{2} g^{\alpha\gamma} \Gamma_{\alpha\beta\gamma} = -\frac{1}{2} \delta_{\alpha\beta} = -K_{\alpha\beta} \tag{2.38}
\]

\[
\Gamma^a_{\alpha\beta} = \frac{1}{2} g^{a\gamma} \Gamma_{a\alpha\beta\gamma} = g^{a\mu} K_{\mu\beta} = K_{\beta}^a \tag{2.39}
\]

Therefore we can write the set \( \Gamma^i_{ij} = (\Gamma^0_{\alpha\beta}, \Gamma^a_{\alpha\beta}, \Gamma^a_{\beta\gamma}) \) in terms of \( (K_{\alpha\beta}, K_{\beta}^a) \). (Note that \( \Gamma^0_{00} = \Gamma^0_{0i} = 0 \).) We now have

\[
g^{ab} \Gamma^i_{ab\mu} \Gamma^m_{\mu n} = g^{\alpha\beta} \Gamma^i_{\alpha\beta\mu} \Gamma^m_{\mu n} = g^{\alpha\beta} \Gamma^0_{\alpha\beta\mu} \Gamma^m_{\mu n} + g^{\alpha\beta} \Gamma^\sigma_{\alpha\beta\mu} \Gamma^m_{\sigma n}
\]

\[
= g^{\alpha\beta} \Gamma^0_{\alpha\beta\mu} \Gamma_{\mu n} + g^{\alpha\beta} \Gamma^\sigma_{\alpha\beta\mu} \Gamma_{\sigma n}
\]

\[
= -(\text{Tr} K)^2 + (3\text{-space}) \tag{2.40}
\]

where "3-space" stands for the expression with all indices going 1, 2, 3. Similarly

\[
g^{ab} \Gamma^i_{ab\mu} \Gamma^k_{\mu} = \Gamma^i_{ab} \Gamma_{\alpha\beta} + \Gamma^i_{ab} \Gamma_{\beta\gamma} g^{\alpha\beta}
\]

\[
= \Gamma^i_{\alpha\beta} \Gamma_{\mu} + g^{\alpha\beta} \Gamma^0_{\alpha\beta} \Gamma^k_{\mu} + g^{\alpha\beta} \Gamma^\sigma_{\alpha\beta} \Gamma^k_{\sigma}
\]

\[
= K^\mu K_{\alpha}^{\alpha} + g^{\alpha\beta} (\text{Tr} K^{\alpha}) K_{\beta}^{\beta} + g^{\alpha\beta} (\text{Tr} K^{\alpha}) \Gamma^0_{\alpha} \Gamma^k_{\beta} - (3\text{-space})
\]

\[
= (\text{Tr} K^2) - (\text{Tr} K^2) + g^{\alpha\beta} (\text{Tr} K^{\alpha}) \Gamma^0_{\alpha} \Gamma^k_{\beta} + (3\text{-space})
\]

\[
= -\text{Tr}(K^2) + (3\text{-space}) \tag{2.41}
\]

Substituting (2.40) and (2.41) into the first term of (2.34) we find that

\[
(R \sqrt{-g} - \partial_\mu v^\mu) = \sqrt{-g} \{\text{Tr} K^2 - (\text{Tr} K^2)\} + (3\text{-space}) . \tag{2.42}
\]

However, an equation with identical structure as (2.34) holds for 3-dimensional space-time as well. That is we can write (note that \( \sqrt{-g} = \sqrt{-3g} \) since \( g_{00} = 1 \), \( \delta_{0\mu} = 0 \)):

\[
^3R \sqrt{-g} = (3\text{-space}) + \partial_\mu u^\mu \tag{2.43}
\]

where \( u^\mu \) is same as (2.36) with indices restricted to 3-space and \( ^3R \) is scalar curvature made from \( g_{\alpha\beta} \). Substituting for "3-space" from (2.43) into (2.42) we get

\[
R \sqrt{-g} = \sqrt{-g} \{\text{Tr} K^2 - (\text{Tr} K^2)\} + \sqrt{-g} ^3R + \partial_\mu v^\mu - \partial_\mu u^\mu . \tag{2.44}
\]
Ignoring the total derivatives, we see that the Lagrangian for the gravity can be written in the form

$$\mathcal{L} = \sqrt{-g} \left\{ \text{Tr} K^2 - (\text{Tr} K)^2 + \frac{3}{2} R \right\}.$$  \hspace{1cm} \text{(2.45)}

Expanding the first two terms as

$$\text{Tr} K^2 - (\text{Tr} K)^2 = g^{\alpha\mu} g^{\beta\nu} K_{\alpha\beta} K_{\mu\nu} - g^{\alpha\mu} g^{\beta\nu} K_{\alpha\beta} K_{\mu\nu}$$

$$= \left( g^{\alpha\mu} g^{\beta\nu} - g^{\alpha\beta} g^{\mu\nu} \right) K_{\alpha\beta} K_{\mu\nu}$$

$$= \frac{1}{4} \left( g^{\alpha\mu} g^{\beta\nu} - g^{\alpha\beta} g^{\mu\nu} \right) \delta_{\alpha\beta} \delta_{\mu\nu}$$  \hspace{1cm} \text{(2.46)}

we can write the gravitational action as

$$S_g = \frac{1}{16\pi G} \int dt d^3x \sqrt{-g} \left\{ \frac{1}{4} \left( g^{\alpha\mu} g^{\beta\nu} - g^{\alpha\beta} g^{\mu\nu} \right) \delta_{\alpha\beta} \delta_{\mu\nu} + \frac{3}{2} R \right\}.$$  \hspace{1cm} \text{(2.47)}

showing a separation between the "kinetic" and "potential" parts. The dynamical coordinates are clearly \( K_{\alpha\beta} \) and the corresponding conjugate momentum is

$$\pi^{\alpha\beta} = \frac{\partial \mathcal{L}}{\partial \dot{g}_{\alpha\beta}} = \frac{1}{2} \sqrt{-g} \left( g^{\alpha\mu} g^{\beta\nu} - g^{\alpha\beta} g^{\mu\nu} \right) \dot{g}_{\mu\nu}$$

$$= \sqrt{-g} (K^{\alpha\beta} - g^{\alpha\beta} K); \quad K = K^\alpha_a.$$  \hspace{1cm} \text{(2.48)}

Inverting this relation we can find \( K^{\alpha\beta} \) (and thus \( g_{\alpha\beta} \)) in terms of \( \pi^{\alpha\beta} \): (with \( \pi = \pi^{\alpha}_\alpha \))

$$K_{\alpha\beta} = \frac{1}{\sqrt{-g}} \left( \pi_{\alpha\beta} - \frac{1}{2} g_{\alpha\beta} \pi \right);$$  \hspace{1cm} \text{(2.49)}

$$\dot{g}_{\alpha\beta} = \frac{1}{\sqrt{-g}} \left( \pi_{\alpha\beta} - \frac{1}{2} g_{\alpha\beta} \pi \right);$$

$$= \frac{2}{\sqrt{-g}} \left( g_{\mu\alpha} \delta_{\beta\nu} \pi^{\mu\nu} - \frac{1}{2} g_{\alpha\beta} g_{\mu\nu} \pi^{\mu\nu} \right)$$

$$= \frac{2}{\sqrt{-g}} \left( g_{\alpha\mu} \dot{g}_{\beta\nu} - \frac{1}{2} g_{\alpha\beta} g_{\mu\nu} \right) \pi^{\mu\nu}$$

$$= \frac{1}{\sqrt{-g}} \left( g_{\alpha\mu} \dot{g}_{\beta\nu} + g_{\alpha\nu} \dot{g}_{\beta\mu} - g_{\alpha\beta} g_{\mu\nu} \right) \pi^{\mu\nu}$$

$$= G_{\alpha\beta\mu\nu} \pi^{\mu\nu}. $$  \hspace{1cm} \text{(2.50)}
The tensor $G_{a\beta\mu\nu}$ converts $\pi_{a\beta\nu}$ to $\delta_{a\beta\nu}$. Its 'inverse' is $H_{a\beta\mu\nu}$ defined via the relation:

$$
\pi^{a\beta} = \frac{1}{2} \sqrt{-g} (g^{a\mu\nu}g^{\beta\rho} - g^{a\beta\mu\nu}) \delta_{a\rho

\begin{align*}
= \frac{1}{4} \sqrt{-g} (g^{a\mu\nu}g^{\beta\rho} + g^{a\rho\nu}g^{\beta\mu} - 2g^{a\rho\mu\nu}) \delta_{a\rho}

H_{a\beta\mu\nu} \delta_{a\beta\rho}.
\end{align*}

(2.51)

It can be directly verified that

$$
H_{a\beta\mu\nu} G_{\mu\rho\sigma} = \delta_{a\rho}^{a\beta} ; \quad H_{a\beta\mu\nu} \delta_{a\beta\nu} = G_{a\beta\mu\nu} \pi^{a\beta} \pi^{\mu\nu} ;
$$

(2.52)

as it should. We are now in a position to define the Lagrangian and Hamiltonian for $g_{a\beta}$'s. From (2.47) and (2.51) it follows that the Lagrangian (ignoring $(16\pi G)^{-1}$) is:

$$
L = \frac{1}{2} H_{a\beta\mu\nu} \delta_{a\beta\nu} + \sqrt{-g} R
\right).
\end{equation}

(2.53)

The canonical momentum is, of course, $H_{a\beta\mu\nu} \delta_{a\beta\nu} = \pi^{a\beta}$. So the Hamiltonian is

$$
H = \pi^{a\beta} \delta_{a\beta\nu} - L = \pi^{a\beta} G_{a\beta\mu\nu} \pi^{\mu\nu} - \frac{1}{2} G_{a\beta\mu\nu} \pi^{a\beta} \pi^{\mu\nu} - \sqrt{-g}^3 R

\begin{align*}
= \frac{1}{2} G_{a\beta\mu\nu} \pi^{a\beta} \pi^{\mu\nu} - \sqrt{-g}^3 R.
\end{align*}

(2.54)

The action can be written in the Hamiltonian form as

$$
S_{H} = \frac{1}{L} \int R \sqrt{-g} \ d^4 x

\begin{equation}
= \int dt d^3 x \left\{ \pi^{a\beta} \delta_{a\beta\nu} - \left\{ G_{a\beta\mu\nu} \pi^{a\beta} \pi^{\mu\nu} - \frac{1}{L^2} \sqrt{-g}^3 R \right\} \right\}
\end{equation}

(2.55)

where we have reintroduced $L^2 = (16\pi G)$ which scales $\pi^{a\beta}$ and $H$.

This form suggests a condensed notation. Let us indicate by $g_{a\beta}$ the variable $g_{a\beta}$ and let $G_{a\beta\mu\nu}$ stand for $G_{a\beta\mu\nu}$; we will also assume that repeated capital letters stand for both summation over $a, \beta$ etc. and integration over the 3-space. For example, we can write

$$
\int d^3 x G_{a\beta\mu\nu}(x) \pi^{a\beta}(x) \pi^{\mu\nu}(x)
$$
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\[\begin{align*}
&= \int d^{3}x \left[ \frac{1}{\sqrt{-g}} \left( g_{\mu\nu} \dot{g}_{\beta\nu} + g_{\alpha\nu} \dot{g}_{\beta\mu} - g_{\alpha\beta} \dot{g}_{\mu\nu} \right) \right] \pi^{\alpha\beta}(x) \pi^{\mu\nu}(x) \\
&= \int d^{3}x d^{3}x' \delta(x - x') \left[ \frac{1}{\sqrt{-g}} \left( g_{\alpha\mu}(x) g_{\beta\nu}(x') + g_{\alpha\nu}(x) g_{\beta\mu}(x') \right) \\
&\quad - g_{\alpha\beta}(x) g_{\mu\nu}(x') \right] \pi^{\alpha\beta}(x) \pi^{\mu\nu}(x) \\
&= \sum_{AB} G_{AB} \pi^{A} \pi^{B} = G_{AB} \pi^{A} \pi^{B}.
\end{align*}\] (2.56)

The summation over $A$, $B$ takes care of both
(i) summation over $(\alpha, \beta)$ and $(\mu, \nu)$ and
(ii) integration over $x$, $x'$. We have defined $G_{AB}$ with a delta function $(\delta(x - x')G_{\alpha\beta\mu\nu}(x))$ in order to reduce the double summation to a single integration. In this compact notation,

\[S_{R} = \int dt \left( \pi^{A} \dot{\pi}_{A} - (l^{2}G_{AB} \pi^{A} \pi^{B} - l^{-2}\sqrt{-g}^{3}R) \right) = \int dt \left( \pi^{A} \dot{\pi}_{A} - H(\pi^{A}, \pi_{A}) \right).\] (2.57)

The variation of $S_{R}$ with respect to $\pi^{A}$ and $g_{A}$ reproduces the equations

\[R^{\alpha}_{\beta} - \frac{1}{2} \delta^{\alpha}_{\beta} R = 0.\] (2.58)

(This is easily seen by noticing that the variation is equivalent to varying $g_{\alpha\beta}$ in the original action.) There is nothing more left to vary; we have ‘lost’ the $(\delta^{(2)}_{A})$ and $(\delta^{(3)}_{A})$ equations!

From our discussion in Sec. 2 we know why we have lost these equations; it is because we set the gauge as $g_{00} = 1$, $g_{0\alpha} = 0$ (similar to taking $N = 1$ in (2.7) or $\phi = 0$ in (2.20)). We also know how to ‘recover the lost equations’: we need only to impose the invariances ‘by hand’ on $S_{R}$. Let us do that.

We know that the original action in (2.31) is invariant under
(i) $t \rightarrow t' = f(t)$—reparametrization of time coordinate and
(ii) $x^{\alpha} \rightarrow x^{\alpha} + \xi^{\alpha}(x)$ $(\alpha = 1, 2, 3)$—the reparametrizations of the spacelike hypersurface. We have to, therefore, demand that
(i) $[\delta S_{R}/\delta N] = 0$ if $dt' = N dt$ and
(ii) $\delta S_{R} = 0$ for $\delta g_{\alpha\beta}$ of the form $(\xi_{\alpha;\beta} + \xi_{\beta;\alpha})$. Under the transformation $dt \rightarrow N dt$,

$S_{R}$ becomes
\[ S_5' = \int dt \{ \pi^A \delta_\pi^A - NH \} . \]  

(2.59)

Thus the condition (i) \( \delta S_q / \delta N = 0 \) implies the constraint

\[ H = l^2 G_{AB} \pi^A \pi^B - l^{-2} \sqrt{g} \nabla^4 R \]

\[ = l^2 G_{\alpha\beta\mu\nu} \pi^\alpha \pi^{\mu\nu} - l^{-2} \sqrt{g} \nabla^4 R = 0 . \]  

(2.60)

The second constraint (\( \delta S = 0 \) for \( \delta g_{\alpha\beta} = \xi(\alpha; \beta) \)) is equivalent to

\[ 0 = \delta S_{\text{sym}} q_{\delta g_{\alpha\beta} = \xi(\alpha; \beta)} = 2 \int d^3 \xi \left( \frac{\delta S_q}{\delta g_{\alpha\beta}} \right) \xi(\alpha; \beta) \]

\[ = 2 \int d^3 \xi \pi^{\alpha} \xi_{\alpha; \beta} \]

\[ = 2 \int d^3 \xi \left( \pi^{\alpha} \xi_{\alpha; \beta} \right) \delta_{\beta} - \xi_{\alpha} \pi^{\alpha} \delta_{\beta} \]

\[ = -2 \int d^3 \xi \xi_{\alpha} \pi^{\alpha} \delta_{\beta} . \]  

(2.61)

That is

\[ \pi^{\alpha}_\beta = 0 . \]  

(2.62)

(Note the similarity between this derivation and that of Eq. (2.60) giving \( \nabla \cdot E = 0 = E_{\alpha}^\alpha \) in electromagnetism.) Equation (2.58) [6 equations], Eq. (2.50) [1 equation; \( (0)^0 \) part] and Eq. (2.62) [3 equations; \( (0)^0 \) part] constitute the Einstein’s equations. The difference between dynamical and constraint equations is now clearly exhibited. The constraint (2.60) is clearly due to the reparametrization invariance (\( t \rightarrow t' \)) of the theory; Eq. (2.62) may be interpreted in two ways: we may think of them as due to the invariance under reparametrization of the spatial coordinates \( x^\alpha \rightarrow x'^\alpha \); or we may say that the theory must be invariant under the gauge transformation of \( \delta g_{\alpha\beta} \); \( g_{\alpha\beta} \rightarrow g_{\alpha\beta} + \xi(\alpha; \beta) \). Either view leads to (2.62).

One can recover the full action (2.31) by pulling the constraints (2.62) and (2.60) to (2.57) with suitable Lagrange multipliers. The analysis is similar to the one performed in (2.25) to (2.27) and is not very illuminating.

2.5. Two clarifications regarding constraint equations

The ‘reparametrizations’ which we considered are actually general coordinate transformations. Standard text books, however, show that the infinitesimal coordinate
transformations \((x^i \rightarrow x^i + \xi^i(t, \vec{x}))\) lead to the Bianchi identities \([\{R^i_{\,jk} - \frac{1}{2} \delta^i_{\{R}\}_{ij} = G^i_{\{j}} = 0\] rather than to the constraint equations \(G^k_0 = 0\). It is necessary to clarify this point.

Under an infinitesimal transformation \(x^i \rightarrow x^i + \xi^i(t, \vec{x})\), the metric tensor changes by \(\delta g^{ik}(\vec{x}, t) = \xi^{ik}(\vec{x}, t) + \xi^{ik}(\vec{x}, t)\). The change in the action is

\[
16\pi G \delta S_g = \int_V G_{\{ik} \delta g^{ik} \sqrt{-g} d^4x
\]

\[
= \int_V [(G^0_{\{i} \xi^i)]_{\{j} - G^0_{\{i} \xi^j]} \sqrt{-g} d^4x .
\]  

(2.63)

We now convert the first term to a surface integral around the (4-dim) volume \(V\). This boundary consists of two spacelike surfaces \(t = t_1\) and \(t = t_2\) ("bottom" and "top") and a timelike \((|\vec{x}| \rightarrow \infty)\) surface at spatial infinity ("sides"). We will assume that \(\xi(\vec{x}, t) \rightarrow 0\) as \(|\vec{x}| \rightarrow \infty\) for all \(t\). Then only the 'top' and 'bottom' spacelike surfaces contribute, giving,

\[
\int_V (G^0_{\{i} \xi^i]_{\{j} \sqrt{-g} d^4x = \int_{\partial V} d^3(x) \sqrt{-g} (G^0_{\{i} \xi^i_{\{j} \xi^j_{\{i} ) \bigg|_{t=t_2} \bigg|_{t=t_1} .
\]  

(2.64)

Therefore

\[
16\pi G \delta S_g = -\int_V \sqrt{-g} d^4x (G^1_{\{i\} \xi^i_{\{j} 
\]

\[
+ \int_{\partial V} d^3(x) \sqrt{-g} (G^0_{\{i} \xi^i_{\{j} \xi^j_{\{i} ) \bigg|_{t=t_2} \bigg|_{t=t_1} .
\]  

(2.65)

We want \(\delta S_g\) to vanish for arbitrary \(\xi^i(t, \vec{x})\). Consider a class of \(\xi^i(t, \vec{x})\) such that \(\xi^i(t_1, \vec{x}) = 0 = \xi^i(t_2, \vec{x})\) but \(\xi^i(t, \vec{x})\) is arbitrary in the interval \(t_1 < t < t_2\). (This is the kind of \(\xi^i\) usually considered in text books.) Then the second term of (2.66) vanishes and we are left with the Bianchi identities:

\[
G^k_{\{i\} = 0 .
\]  

(2.66)

Now consider \(\xi^i(t, \vec{x})\) which is nonzero for \(t = t_1, t_2\) as well. Since (2.66) must be identically satisfied (or, since the values of \(\xi^i(\vec{x}, t)\) for \(t_1 < t < t_2\) and for \(t = t_1, t_2\) are independent) we now have

\[
16\pi G \delta S_g = 0 = \int_{t_1}^{t_2} d^3(x) \sqrt{-g} (G^0_{\{i} \xi^i_{\{j} \xi^j_{\{i} \bigg|_{t_1} .
\]  

(2.66)
implying (since $\xi^i(t_1, \xi) \neq 0$, and $t_1, t_2$ are arbitrary)

$$G^0_i = 0. \quad (2.67)$$

Thus both constraint and 'conservation' (Bianchi identities) can be obtained if we allow for transformations with $\xi^i(t_1, \xi) \neq 0, \xi^i(t_2, \xi) \neq 0$.

The fact that $\xi^i(\xi, t)$ is nonzero at end-points implies two facts: Since $x'^0 = x^0 + \xi^0(\xi, t)$, we see that the spatial coordinates $x^a$ of the $t = t_1$ (say) surface are relabelled: $x'^a = x^a + \xi^a(\xi, t_1)$. What is more, the time label of the very surface is changed. The surface originally labelled $x^0 = t_1$ will now be changed to $x'^0 = t_1 + \xi^0(\xi, t_1)$. Demanding the invariance under such relabelling leads to the constraints.

This result is not a peculiarity of gravity. In (2.17) we can consider $\delta A^i$, which are of the form $(\delta f/dt)$. This will give both charge conservation (if a source term is added) and the constraint.

The situation is similar in mechanics as well. From (2.7) and (2.11) we see that, if $\delta N = (df/dt)$,

$$\delta S = \int_{t_1}^{t_2} \left( -1 \left( \frac{1}{2} \frac{d^2}{N^2} + V \right) \frac{df}{dt} \right) dt = -\left( \frac{1}{2} \frac{d^2}{N^2} + V \right) f(t) \bigg|_{t_1}^{t_2} + \int_{t_1}^{t_2} dt \left( \frac{1}{2} \frac{d^2}{N^2} + V \right) f(t). \quad (2.68)$$

The values of $f(t)$ at $t = t_1, t_2$ and its value for $t_1 < t < t_2$ are, of course, independent. Thus if we allow $f(t_1) \neq 0$ etc. we get both the conservation (of energy)

$$\frac{d}{dt} \left( \frac{1}{2} \frac{d^2}{N^2} + V \right) = 0 \quad (2.69)$$

and the constraint

$$\frac{1}{2} \frac{d^2}{N^2} + V = 0. \quad (2.70)$$

Thus the usual conservation laws for $G^R$ (equivalent to $T^{\mu \nu}$), charge ($J^i$), energy etc. can be obtained along with constraints if the theory possesses the reparametrization invariance.

The second (related) point which requires clarification is the connection between the reparametrization invariance and the constraints.\textsuperscript{5} We argued all along, in conformity with the conventional wisdom, that they are deeply related and in particular, a theory with reparametrization invariance will lead to constraints.

This is indeed true, but one has to be sure that we are working with the "correct" basic variables. Consider, for example, the action
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\[ S = \int_{\tau_i}^{\tau_f} dt \left( \frac{1}{2} \frac{\dot{q}^2}{\dot{\tau}} - \dot{\tau} V(q) \right); \quad \dot{\tau} = \frac{d\tau}{dt}. \]  

(2.71)

This is identical to \( S \) in (2.7) if we identify \( N(t) \) with \((d\tau/dt)\). Naively, we would expect the same results here. Let us vary \( \tau(t) \) and \( q(t) \); we get:

\[ \delta S = \int_{\tau_i}^{\tau_f} dt \left[ -\left\{ \frac{d}{dt} \left( \frac{\dot{q}}{\dot{\tau}} \right) + \dot{\tau} V' \right\} \delta q + \frac{d}{dt} \left( \frac{1}{2} \frac{\dot{q}^2}{\dot{\tau}^2} + V \right) \delta \tau \right. \\
+ \left. \left. \frac{\dot{q}}{\dot{\tau}} \delta q \right|^{\tau_f}_{\tau_i} - \left( \frac{1}{2} \frac{\dot{q}^2}{\dot{\tau}^2} + V \right) \delta \tau \right|^{\tau_f}_{\tau_i}. \]  

(2.72)

What are the "correct" variations to consider? There are two options. We may say that \( q \) and \( \tau \) are variables to be treated at the same footing and assume \( \delta q \) and \( \delta \tau \) to vanish at \( t = t_1, t_2 \). Then we get the equations

\[ \frac{1}{\dot{\tau}} \frac{d}{dt} \left( \frac{\dot{q}}{\dot{\tau}} \right) + V' = 0. \]  

(2.73)

\[ \frac{d}{dt} \left( \frac{1}{2} \frac{\dot{q}^2}{\dot{\tau}^2} + V \right) = 0. \]  

(2.74)

It is trivial to see that (2.73) implies (2.74) ("energy conservation"). Thus we do not get any constraint equation if we treat both \( q \) and \( \tau \) at equal footing. Note that the action in (2.71) is perfectly reparametrization invariant. Here is an example in which the invariance does not imply constraint.

The second option, of course, is to treat \( \dot{\tau} \) as \( N \) "in disguise" and demand \( \delta \tau \) to be arbitrary at the end-points. This will give rise to the constraints. This option looks more natural when \( N \) is treated as a basic variable rather than \( \tau \).

The above discussion emphasizes the hidden assumptions which go into the conclusion "invariance implies constraints". It is possible to get around this conclusion, by a suitable choice of end-point variations.

2.6. Classical superspace and minisuperspace

We have seen in Sec. 2.4 that the gravitational field can be described by the Lagrangian

\[ L = \int l^{-2} \left[ \frac{1}{2} R^{\alpha \beta \mu \nu} \tilde{\gamma}_{\alpha \beta} \tilde{\gamma}_{\mu \nu} + \sqrt{-g^3} R \right] d^2 x d^3 x' \]  

(2.75)

which, in a 'condensed notation' can be written as:

\[ L = l^{-2} \left[ \frac{1}{2} R^{AB} \tilde{\gamma}_{AB} - V(\gamma) \right]. \]  

(2.76)
Variation of $g_{\alpha \beta}$ (or $g_\alpha$) will lead to the ‘space-space’ component of Einstein’s equation. In order to obtain the full set of Einstein’s equation, we have to supplement these dynamical equations by the two constraint equations (2.60) and (2.62).

The solution to the Einstein’s equations describes the evolution of $g_\alpha$’s in time. However $g_\alpha$’s stand for the metric tensor of 3-space, $(g_{\alpha \beta})$ in some chosen coordinate system and hence can be changed by relabelling the spatial coordinates. We define an equivalence class of $g_{\alpha \beta}$’s as the set $\{g_{\alpha \beta}\}$ of metrics, obtained by coordinate relabelling from a given $g_{\alpha \beta}$. This set describes a particular 3-geometry. It is usual to define an abstract, infinite-dimensional space called ‘superspace’ in which each point is a 3-geometry, i.e., each point in superspace corresponds to an equivalence class of all $g_\alpha$’s related to each other by relabelling of coordinates. (This terminology was used by Wheeler, DeWitt and others in the sixties and seventies. In more recent years particle physicists have chosen to call an entirely different space as superspace. We will stick to the original terminology.) With this definition of superspace, the evolution of space-time geometry can be described by a curve in the superspace.

The quantities $H^{\alpha \beta}$ introduced in (2.76) can be treated as a metric in this superspace. It is possible to introduce formal and aesthetically pleasing geometrical structures in the superspace. (For example, it is possible to parametrize the curves in such a way that Einstein’s equations are geodesic equations in the superspace.) We refer the reader to original literature for these developments. We will confine our attention here to a simpler structure, usually called mini-superspace.

The idea of mini-superspace can be understood as follows: In general, $g_{\alpha \beta}$’s depend on $x^\alpha$ as well as $t$. Translated as $g_\alpha$’s, this means that we need an infinite number of $A$’s to describe the situation (Remember that $A$, $B$ etc. stand for the discrete indices $\alpha \beta$ as well as the space coordinate $x^\alpha$; thus $A$ runs over $6 \times 3$ values! This is why superspace is infinite-dimensional.) But suppose that we are only interested in a class of space-times in which $g_{\alpha \beta}$’s can be chosen to be functions of time alone. Then our superspace is, at best, 6 dimensional! The Lagrangian in (2.76) can now be considered as describing the motion of a particle in a finite-dimensional space called ‘mini-superspace’.

For this idea to be useful, it is essential that evolution via Einstein’s equations preserves this property. This is indeed ensured in a wide class of space-times which are spatially homogeneous. Such space-times have been classified into nine different types known as ‘Bianchi types I to IX’. For example, a Bianchi Type I space-time has the metric:

$$ds^2 = dt^2 - (q_1^2(t)dx^2 + q_2^2(t)dy^2 + q_3^2(t)dz^2).$$  \hspace{1cm} (2.77)

At any instant, the geometry can be described as a point in a 3-dimensional space with coordinates $(q_1, q_2, q_3)$. A more familiar system will be the closed Friedmann universe described by the metric:

$$ds^2 = dt^2 - q^2(t)(d\chi^2 + \sin^2 \chi(d\theta^2 + \sin^2 \theta d\phi^2)).$$  \hspace{1cm} (2.78)

The mini-superspace corresponding to this system is one-dimensional with the coordinate $q$. The Friedmann universe belongs to Bianchi Type IX. In both the above cases, as well as
in any other Bianchi model, the evolution via Einstein’s equations preserves the form of the metric. We will make extensive use of the concept of ‘mini-superspace’ in later sections.

3. Quantum Gravity and Time

Given the Hamiltonian of the classical gravity, the quantum theory can be constructed by writing the Schrodinger equation with the Hamiltonian operator:

\[ H(\pi_{\alpha\beta}, g_{\alpha\beta}) = H\left( -i \delta \frac{\delta}{\delta g_{\alpha\beta}}, g_{\alpha\beta} \right). \]

For gravity, just as for any other field theory, this Schrodinger equation will be a functional differential equation. We do not know how to solve such equations exactly. The only technique available—viz. a perturbation expansion in some small parameter—works only for a handful of Hamiltonians (called ‘perturbatively renormalizable’). Gravity does not oblige us by belonging to this set. Several attempts to change the Hamiltonian of gravity in order to fit this scheme has not yet produced any success. (The latest in this saga being superstrings.)

To make any further progress, it is therefore necessary to resort to some form of approximation. Two such approximations seem to give tractable models.

The first uses the special relationship between cosmology and gravity and has led to the birth of an area called ‘quantum cosmology’. This subject attempts to give quantum mechanical meaning to classical cosmological models. Since classical cosmological models are often described by a mini-superspace with finite number of functions of time, \( q_i(t) \ [i = 1, \ldots, N] \), one can reduce the problem of quantum cosmology to one of quantum mechanics—which can be solved. We will discuss some specific models for quantum cosmology in Sec. 5.

The second area in which some progress can be made is that of ‘semiclassical gravity’. Here we seek formal techniques which will allow us to compute quantum corrections to classical solutions in a systematic manner. It is hoped that this road will eventually, take us to quantum gravity.

Investigations in the above areas have served one very important purpose: They have unearthed a host of conceptual problems which are special to gravity. The most important among these are the following three issues:

(a) How do we introduce and use the concept of time in quantum gravity?

(b) Can one define a consistent semiclassical theory of gravity?

(c) How should one interpret the solutions to the equations of quantum cosmology?

We shall discuss the first question in Sec. 3. Since the issue of time is intimately related to that of constraints, we start by reviewing the quantization of a simple toy model with constraints.

3.1. Quantization of a constrained system

To understand the complexities which are involved, let us consider a simple system described by the Lagrangian
\[ L = \frac{1}{2} \left( \frac{x^2 + y^2}{N} \right) - V(x, y)N . \]  
(3.1)

This is a generalization of the system described by (2.7). The classical equations of motion obtained by varying \( x, y \) and \( N \) are:

\[ \frac{1}{N} \frac{d}{dt} \left( \frac{\dot{x}}{N} \right) = -\frac{\partial V}{\partial x} ; \quad \frac{1}{N} \frac{d}{dt} \left( \frac{\dot{y}}{N} \right) = -\frac{\partial V}{\partial y} \]  
(3.2)

\[ \frac{1}{2} \left( \frac{\dot{x}^2 + \dot{y}^2}{N^2} \right) + V = 0 . \]  
(3.3)

It is clear that:

(i) only the combination \( dt = N dt \) appears in the equations and
(ii) any one of (3.2) along with (3.3) implies the second equation of (3.2).

Thus the solution will be some functions:

\[ x = x(\tau) = x \left( \int N dt \right) ; \quad y = y(\tau) = y \left( \int N dt \right) \]  
(3.4)

with \( N(t) \) undetermined. These solutions—are just as the equations—are invariant under the reparametrizations \( t \rightarrow t' = f(t) \), \( N(t) \rightarrow N' = N(f)^{-1} \).

We are, of course, allowed to choose any \( N(t) \). This choice will change the explicit functional form of \( x(t) \) and \( y(t) \). But this choice does not affect the functional form of \( x(\tau) \) or \( y(\tau) \); neither does it affect the relation \( x = x(y) \) obtained by eliminating \( \tau \) between the two relations.

Let us now try to quantize the system described by (3.1). The classical Hamiltonian is:

\[ H = N \left\{ \frac{1}{2} p_x^2 + \frac{1}{2} p_y^2 + V \right\} . \]  
(3.5)

The Schrodinger equation corresponding to this Hamiltonian will be

\[ i \frac{\partial \psi}{\partial t} = N \left\{ \frac{1}{2} \frac{\partial^2 \psi}{\partial t^2} - \frac{1}{2} \frac{\partial^2 \psi}{\partial y^2} + V \psi \right\} \]  
(3.6)

or, equivalently

\[ i \frac{\partial \psi}{\partial \tau} = -\frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} - \frac{1}{2} \frac{\partial^2 \psi}{\partial y^2} + V \psi . \]  
(3.7)

Notice that this equation—just like its classical counterpart—is reparametrization invariant (under \( t \rightarrow t' \), \( N \rightarrow N' = N (dt'/dt)^{-1} \)). The solution \( \psi = \psi(x, y, \tau) \) depends only on \( \tau \); \( N \) is not determined and can be chosen as we wish.
The trouble begins when we try to answer the question: Does (3.7) represent a quantum version of the classical system described by (3.1) to (3.3)? To answer this question we need a rule which sets up a 'correspondence' between a quantum theory and classical one. Let us suppose, for the moment, that such a rule is given in terms of some prescription for taking the 'semiclassical limit' (We will say more about this later). Then we can ask: Does the theory described by (3.7) leads to (3.2) and (3.3) in the semiclassical limit?

One way of approaching the semi-classical limit is to treat the $x(\tau)$, $y(\tau)$ in (3.2) and (3.3) as the expectation values of $\hat{x}$ and $\hat{y}$ in a state described by $\psi(x, t, \tau)$. Then, a simple analysis based on the Ehrenfest's theorem tells us that the expectation values $\langle x \rangle$ and $\langle y \rangle$ will evolve according to Eq. (3.3). This, in turn, implies that the quantity on the left-hand side of (3.3) is a constant; but this constant need not necessarily be zero. Thus, for an arbitrary $\psi(x, y, \tau)$, we will only recover (3.2) and not (3.3).

So, if we want to ensure that we obtain (3.2) and (3.3) in the classical limit, then (3.7) is not enough; we must put more restrictions on $\psi(x, t, \tau)$. There are several ways of doing this. The most straightforward method is to restrict oneself to those $\psi(x, y, \tau)$ for which $\langle x \rangle$ and $\langle y \rangle$ satisfy the constraint (3.3) at some instant, say at $\tau = 0$. Then the equations of motion guarantee that (3.3) will be valid at all later times. In order words, we use the constraint equation as an initial condition, determining the choice of $\psi(x, y, \tau = 0)$. (This process has a clear parallel in classical theory. Suppose we find an arbitrary solution to the coupled equations (3.2). This solution $(x(\tau), y(\tau))$ will ensure that the left-hand side of (3.3) is a constant but not necessarily zero. We now choose the constants of integration in $x(\tau), y(\tau)$ such that this constant is zero. Dynamics guarantees that this condition is satisfied automatically at later times.)

More formally, we can restrict ourselves to the class of $\psi(x, y, \tau)$ which satisfies the condition:

$$\langle H \rangle = \int dxdy \psi^* \hat{H} \psi = 0.$$  \hspace{1cm} (3.8)

In the classical limit, this is equivalent to looking at trajectories with zero energy—which is what the constraint (3.3) amounts to.

While this approach is perfectly sound as far as the classical limit is concerned, it suffers from an apparent shortcoming in the quantum domain. It violates the principle of the superposition of states: Suppose $\psi_1$ and $\psi_2$ are two solutions to (3.7) with $\langle x \rangle$ and $\langle y \rangle$ (in each state) constrained by the condition (3.3). In general, the $\langle x \rangle$ and $\langle y \rangle$ constructed from the superposed state $\psi_1 + \psi_2$ will not satisfy the constraints. Similarly if $\psi_1$ and $\psi_2$ individually satisfy (3.8), there is no guarantee that $(\psi_1 + \psi_2)$ will also do so.

One way of ensuring superposition is to impose (3.8) at a stronger level, viz. as $H\psi = 0$. In other words, we restrict $\psi$ to be the zero eigenvalue solution of the Schrödinger equation

$$-\frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} - \frac{1}{2} \frac{\partial^2 \psi}{\partial y^2} + V\psi = 0.$$ \hspace{1cm} (3.9)

If $\psi_1$ and $\psi_2$ are two solutions to this equation, so is $(\psi_1 + \psi_2)$. In standard literature, (3.9) has always been suggested as the method of quantizing our constrained system. It is
even claimed, at times, that the reparametrization invariance implies that $\psi$ should vanish, leading to (3.9). This is, of course, completely wrong. Both (3.7) and (3.9) are reparametrization invariant. The only difference is in the classical limit: (3.7) leads to (3.2) while (3.9) could in principle, lead to (3.2) and (3.3). One should regard (3.9) merely as a way of quantizing our classical system.

There is, however, a price to be paid if we use (3.9). In using (3.7) we could identify the classical trajectory with the expectation value $\langle x \rangle, \langle y \rangle$ etc. This is not possible in (3.9) because $\psi(x, y)$ is now a stationary state. All expectation values will be independent of time and cannot describe 'classical trajectories' as functions of time. The classical limit has to be obtained in a very nontrivial manner, which we will discuss in a later section.

We have thus found two inequivalent quantum versions for our classical system:

(i) We may use (3.7) and restrict ourselves to solutions in which $\langle x \rangle$ and $\langle y \rangle$ satisfy (3.3).

(ii) We can use (3.9) directly.

Let us compare these two approaches briefly:

Both the approaches, as we have stressed, are reparametrization invariant. In both approaches, we confine our attention to a subset of all possible solutions to the Schrödinger equation (3.7). In (i), this is done using $\langle x \rangle$ and $\langle y \rangle$; in (ii) by taking $\psi = 0$.

In approach (i), we abandon the principle of superposition. In approach (ii), this is formally retained; but it is not of much significance unless the $E = 0$ state is degenerate in a nontrivial manner. The major difference between the two approaches, however, is in the realization of the classical limit. In (i) we obtain the classical limit by taking the expectation values of $x$ and $y$. This cannot be done in (ii). Since $\psi(x, y)$ in (ii) is independent of time, all expectation values will be time independent. The semiclassical limit has to be interpreted in terms of the WKB wavefunctions which we will discuss later.

Everything which has been said here about the system in (3.1) has a relevant parallel in the study of quantum gravity to which we shall now direct our attention.

3.2. Wheeler-DeWitt equation

We saw in Sec. 2.4 that the Lagrangian for classical gravity can be written in the form

$$L = \frac{1}{\ell^2} \left[ \frac{1}{2} H^{AB} \delta_{A} \delta_{B} + \sqrt{-g} R \right]$$

(3.10)

$$= \frac{1}{\ell^2} \left[ \frac{1}{2} G^{AB} \delta_{A} \delta_{B} + \sqrt{-g} R \right]; \quad \ell^2 = 16\pi G. \tag{3.11}$$

(In arriving at (3.11) we have used the fact that $H$ is the inverse of $G$; see (2.52).) This Lagrangian can be made invariant under reparametrization of $t$ by introducing the constraint variable $N$, which changes $L$ to

$$L_0 = \frac{1}{\ell^2} \left[ \frac{1}{2} G^{AB} \delta_{A} \delta_{B} \frac{1}{N} + \sqrt{-g} R N \right]. \tag{3.12}$$
Variation of $N$ leads to the constraint

$$\frac{1}{2} G^{AB} \dot{g}_A \dot{g}_B N^{-2} - \sqrt{-g} g^{3} R = 0$$

(3.13)

which, on using (2.50) and (2.60) becomes

$$\frac{l^2}{2} G_{PQ} \pi^P \pi^Q - l^{-2} \sqrt{-g} g^{3} R = N^{-1} H = 0.$$  

(3.14)

Thus the Lagrangian in (3.12) takes care of both the dynamics and the Hamiltonian constraint (or equivalently, it reproduces, in the classical limit, the $(0,0)$ and $(0,1)$ components of Einstein’s equations). Strictly speaking we have to worry about the three constraints in (2.62) as well, which embody the $(0,0)$ equations. However, we will ignore them right now and pretend that our system is completely described by the Lagrangian in (3.12). It will turn out that the remaining equations do not really add to our understanding; in fact, they are trivially satisfied in any mini-superspace model.

We want to quantize this constrained system. From the discussion in the last section, we know that there are two different approaches to this problem. Naively, one would have written down the Schrödinger equation for (3.11) to be

$$i \frac{\partial \psi}{\partial t} = H \psi = N \left( \frac{l^2}{2} G_{PQ} \pi^P \pi^Q - l^{-2} \sqrt{-g} g^{3} R \right) \psi$$

(3.15)

where we have used the form of (3.11) to compute $H$. When we convert $H$ to an operator, $\pi^P$ will become $(-i\partial/\partial q_P)$. Since $G_{PQ}$ are functions of $g$, we run into factor-ordering problem in $G_{PQ} \pi^P \pi^Q$. This problem can only be resolved if some additional physical criterion is introduced. We take a simple-minded choice and replace $G_{PQ} \pi^P \pi^Q$ by the ‘Laplacian’ $(-\nabla^2)$ made from the metric $G_{PQ}$. Other criteria are certainly possible, but this choice has the virtue of being invariant under the “coordinate transformations” $(g_A \rightarrow g^\Lambda_A)$ in the mini-superspace. With this choice, and the notation $V(g_A) = -\sqrt{-g} g^{3} R$, (3.15) becomes:

$$i N^{-1} \frac{\partial \psi}{\partial \tau} = i \frac{\partial \psi}{\partial q} = \left( -\frac{l^2}{2} \nabla^2 + l^{-2} V(g_A) \right) \psi.$$  

(3.16)

In doing all these we have considered only the gravitational part of the action. The full theory will, of course, be described by the action $S_{\text{total}} = S_{\text{gravity}} + S_{\text{matter}}$. It is easy to see that, when matter variables are introduced, the $H$ in (3.15) should be replaced by the total Hamiltonian ($H_{\text{gravity}} + H_{\text{matter}}$). Thus, in a full theory, with matter, Eq. (3.16) will be replaced by

$$i \frac{\partial \psi}{\partial \tau} = \left[ -\frac{l^2}{2} \nabla^2 + l^{-2} V(g_A) + H_m \left( q_i, -i \frac{\partial}{\partial q_i} \right) \right] \psi$$

(3.17)
where we have denoted the matter variables symbolically by the set \( \{ q_i \} \).

Equation (3.17) is completely equivalent to the dynamical part (viz. the \( \mathcal{S} \) part) of the Einstein’s equations. In the classical limit, (3.17) will correctly reproduce this “space-space” part of the Einstein’s equations. The wave function \( \psi(\tau, g_A, q_i) \) is also reparametrization invariant; it depends only on the combination \( Ndt \) and not individually on \( N(t) \) and \( t \).

The only trouble with (3.17) is that it does not reproduce the constraint equation \( H = 0 \) in the classical limit. It can only reproduce the weaker condition \( H = \text{constant} \). (The situation is identical to the one encountered in last section.) If we want to claim that we are actually quantizing the system described by (3.12), then we have to put additional restrictions on \( \psi \). We have already discussed such restrictions in Sec. 3.1. There are essentially two different ways of doing it:

(a) We can choose \( \psi(\tau, g_A, q_i) \) in such a way that the expectation values \( \langle g_A \rangle \) and \( \langle q_i \rangle \) satisfy the constraint equation at some instant \( \tau \). The evolution will preserve this condition thereafter.

(b) We can impose on \( \psi \) the ‘zero-energy condition’ \( H|\psi\rangle = 0 \). This will ensure the validity of the constraint equations automatically. From (3.17), we see that this condition amounts to

\[
\left\{ -\frac{l^2}{2} \nabla^2 + l^{-2} V(g_A) + H_m \left( q_i, -i \frac{\partial}{\partial q_i} \right) \right\} \psi(g_H, q_i) = 0. \tag{3.18}
\]

This equation is called the ‘Wheeler-DeWitt equation’ and forms the basis for several investigations in quantum gravity. We shall therefore, take a closer look at (3.18).

3.3. The concept of time

One of the most striking features about (3.18) is the absence of any time derivative. Suppose we manage to solve (3.18) getting \( \psi \) as a functional of \( g_{\alpha\beta}(x) (= g_A) \) and some fields \( \phi(x) (= q_i) \). How do we interpret \( \psi(g_A, q_i) \)? All that we can say is that \( |\psi|^2 \) represents the probability for the values \( g_A \) and \( q_i \). We can, of course, compute the expectation value \( \langle g_A \rangle = \langle \psi | g_A | \psi \rangle \) as a function of \( q_i \) (or the expectation value of \( q_i \) as a function of \( g_A \)). For an arbitrary solution \( \psi \) these values will be hard to interpret. The only situation in which a probabilistic interpretation for \( |\psi|^2 \) makes sense is when \( |\psi|^2 \) is peaked around some ‘curve’ \( g_A = g_A(q_i) \). This will not happen for a generic solution \( \psi(g_A, q_i) \). What is more, lack of time dependence signals the lack of any (conventional) evolution. How can we then understand the origin of time evolution in physical systems?

To decide on the issue of evolution, we need some concept of time. Several suggestions have been made in the literature regarding this issue. The most natural idea was based on Wheeler’s philosophy that “3-geometry is a carrier of information about time”. This requires one to identify a particular degree of freedom among \( g_A \)'s as ‘special’ and consider it to represent ‘time’. There is indeed one such degree of freedom: the overall volume of 3-space. This degree of freedom is ‘special’ because it contributes negatively to the kinetic energy term in (3.10). To see this, consider a class of 3-metrics \( g_{\alpha\beta} \) which are conformal to some static 3 metric \( \bar{g}_{\alpha\beta} \):
\[ g_{\alpha\beta} = \Omega^2 \tilde{g}_{\alpha\beta} \quad \tilde{g}_{\alpha\beta} = 2\Omega \dot{\Omega} \tilde{g}_{\alpha\beta} \quad \Omega > 0. \] (3.19)

From (2.47) we find that
\[ L_{\text{kinetic}} = \frac{1}{2} G^{AB} \dot{\tilde{g}}_{AB} = \frac{1}{2} G^{\alpha\beta\mu\nu} \tilde{g}_{\alpha\beta} \tilde{g}_{\mu\nu} \propto -6\Omega \dot{\Omega}^2. \] (3.20)

The minus sign indicates that \( \Omega \) contributes 'negative kinetic energy'. In other words, the operator \( \nabla^2 \) in Wheeler-DeWitt equation is not positive definite. Just as in flat space—where the negative part of \( \nabla^2 = -(\partial^2 / \partial t^2) + \nabla_2 \) is identified with time—we can 'identify' \( \Omega \) with a time variable. More rigorously, it can be shown that the signature of \( G^{\alpha\beta\mu\nu} \) in superspace is \((-+++++)\); the \( \Omega \)-mode contributes the negative mode. With suitable coordinate choice, there will be three independent components in \( g_{\alpha\beta} \), of which one can be taken to be \( \Omega \) representing time, and the other two as the "transverse" degrees of freedom of gravity.

This programme has been discussed in detail in the literature. \(^{13} \) Unfortunately, there are several technical and conceptual difficulties with this idea. In the Schrödinger picture which we are using, the time derivative should occur in first order. (It is in the Heisenberg picture field theory that we use the second-order time derivatives.) The identification of \( \Omega \) as time is contrary to this spirit. The probabilistic interpretation of \( |\psi|^2 \) faces all the usual problems which are associated with the solutions of the Klein-Gordon equation. It has also been found that there are examples of mini-superspace in which \( \Omega \) is not the most natural choice for 'time'. Thus we have to abandon, though with regret, the idea of defining time intrinsically using the variables in \( g_{\alpha\beta} \).

Let us, therefore, explore the alternatives. The simplest one, of course, is to go back to Eq. (3.17) with an explicit \((i\partial\psi/\partial\tau)\) on the left-hand side. \(^{14} \) This allows us to completely bypass the problem of time; we have cut the Gordian knot by putting in 'time' by hand! In order to recover the constraint equations in the classical limit, we have to suitably restrict the choice of \( \psi \), as discussed earlier in Sec. 3.1. There are, indeed, several advantages to this approach.

First of all, \( \psi(g_A, q_i, \tau) \) can now be interpreted exactly as in standard quantum mechanics. (There are no new conceptual problems.) In the classical limit, the variables will automatically satisfy the dynamical equations. The constraint equations, on the other hand, can be ensured by a suitable choice of \( \psi \).

Secondly, this approach helps us to understand the nature of physical observables in the theory better. It is usual to assume that only operators which commute with the constraints of the theory are observables. If we use the Wheeler-DeWitt equation, \( \dot{H}\psi = 0 \), then the constrained quantity is the Hamiltonian itself. The physical observables have to be those variables which commute with \( H \), viz. the constants of motion. This runs contrary to our ability to measure several 'time dependent' quantities including the metric components themselves. If we use (3.17) instead, we can avoid this difficulty.

Lately, operational methods of defining 'time', using 'clocks', lead to (3.17) automatically. We will say more about this in the next section.

The price we pay for these conveniences is the following: The time variable \( \tau \) has no meaning in the quantum domain and has to be "propped up" by semiclassical...
considerations. While this is somewhat discouraging, this could very well be a property of time which we should learn to live with. It is possible that 'Time'—as we know it—is a semi-classical concept. Several pieces of evidence point in this direction.

3.4. Clocks and time

Let us next explore an entirely operational point of view towards time: "Time is what the clocks measure". If we can define a system as a clock in some sensible manner then we can arrive at an operational notion of time.

This can be done easily. We will define an 'ideal clock' to be a quantum variable \( \hat{c} \) governed by a Hamiltonian \( \hat{H}_c \) such that the following conditions are satisfied:

(i) \( \{ \hat{c}, \hat{H}_c \} = i \) and 

(ii) \( \hat{H}_c \) is not strongly coupled to the "rest of the world", especially to gravity.\(^{15}\)

The first condition ensures that \( \dot{c} = i [\hat{H}_c, \hat{c}] = 1 \) making \( c \) proportional to the time coordinate. The second condition keeps the clock unaffected by fluctuations in the fields which we are trying to measure. Ideal clocks can exist only if we can arrange this condition to be satisfied.

For any quantum system we have the relation \( \{ \hat{c}, \hat{p}_c \} = i \) where \( \hat{p}_c \) is the momentum conjugate to the variable \( \hat{c} \). Comparing this condition with (i) above, we conclude that we can choose the Hamiltonian \( \hat{H}_c \) to be the same as the momentum \( p_c \):

\[
\hat{H}_c = \hat{p}_c = -i \frac{\partial}{\partial c}.
\]  

(3.21)

Consider now a system consisting of clock and the gravitational field. The combined Hamiltonian for the system is \( (\hat{H}_c + \hat{H}_g) \). We will take the conventional attitude and quantize this system using Wheeler-DeWitt equation, which will now read as:

\[
\hat{H}_{\text{total}} \psi(g_{\alpha\beta}, c) = [H_g(g_{\alpha\beta}) + \hat{H}_c] \psi(g_{\alpha\beta}, c) = 0.
\]  

(3.22)

Or, on using \( H_c = i \partial / \partial c \), we get

\[
i \frac{\partial \psi}{\partial c} = \hat{H}_g \psi(g_{\alpha\beta}, c).
\]  

(3.23)

This is precisely what we wrote down earlier, ignoring the constraint and introducing an adhoc time variable. One significant difference, however, must be noted. In the last section we had no dynamical basis for the time variable \( \tau \). Thus we had to impose the constraint equations by hand by suitably restricting the choice of \( \psi \). Here we no longer need to do it. The constraint equations (and the dynamical equations) for the system containing the clock and the gravitational field are automatically ensured by (3.23). The solution to (3.23) also allows one to interpret \( |\psi(c, g_{\alpha\beta})|^2 \) as the probability for the existence of a 3 geometry \( g_{\alpha\beta} \) when our 'clock reading' is \( c \).

It might seem that we have solved all our problems. It is not so. The difficulty is that the ideal clocks, as defined above, do not exist. To see this, notice that the Hamiltonian for
the ideal clock, $H = p_c$, is unbounded from below. Realistic physical systems cannot be constructed (from known forms of matter) with this property. All that we can do is to construct clocks which are, say, very massive so that the quantum fluctuations intrinsic to the clock remain negligible over the domain of interest. This works in the semi-classical limit but not in the full quantum theory. Jim Hartle has made a detailed study of the dynamics of clocks under various circumstances. He concludes that the ideal clocks capable of surviving quantum gravitational fluctuations do not exist.

Thus we have not really succeeded in introducing 'time' in the quantum gravitational domain. But we have succeeded in providing a fully operational definition for the variable $\tau$ which we introduced in the last section. This variable $\tau$ is nothing but the proper time measured by a classical clock.

The above discussion also suggests that the semi-classical limit of gravity must contain certain unusual features. The fully quantum mechanical version of gravity contains no reference to any time-coordinate; but a concept of 'time' seems to emerge in the classical limit! The transition region of semi-classical gravity must contain the mechanism which produces this 'time' coordinate. We shall next study this 'no-man's land' of semi-classical gravity.

4. Semi-classical Gravity

The interaction of gravity with other fields can be described at three different levels. The first level is the classical one in which both the gravitomagnetic field ($g_A$) and the other fields ($g_i$) are treated as classical $c$-numbers, obeying the classical equations. In the second level, one would like to provide a fully quantum mechanical description of both $g_i$ and $g_A$ by means of, say, a wave function $\psi(g, q)$. We know that $\psi(g, q)$ obeys the Wheeler-DeWitt equation (at least, in a formal sense) but we have no means of solving it. This inability has opened up the third level of description, viz. the one in which gravity is treated as a classical $c$-number object and the fields are quantized in this, given, background gravitational field ($\bar{g}_A$). In this level of description, $\bar{g}_A$ obeys some $c$-number equation and the fields are described by some wavefunction $\chi(\bar{g}_A, q_i)$ in a given background. It is this third level, in which gravity is classical but the fields are not, that concerns us in this part. The description in this level needs determination of $\chi(\bar{g}_A, q_i)$ and $\bar{g}_A$. Of these, $\chi(\bar{g}_A, q_i)$ falls in the domain of 'quantum field theory in curved space-time'. It is usually determined by the (functional) Schrödinger equation:

$$[i(\partial/\partial t) - H(\bar{g}_A, q_i)]\chi(\bar{g}_A, q_i) = 0 \quad (4.1)$$

where $H(\bar{g}_A, q_i)$ is the Hamiltonian for the field $q_i$ in a given background metric $\bar{g}_A$. (Usually, one uses the equivalent Heisenberg picture version of (4.1).) To complete the description, we need a $c$-number equation for $\bar{g}_A$. The major question in the study of 'semi-classical gravity' is the determination of the correct form of this equation in a well-defined order of approximation.

Several choices for this equation have been suggested in the literature. To the "lowest order" it seems reasonable to assume Einstein's equation for $g$. This would require using
\[ R_{ik} - \frac{1}{2} g_{ik} R = 8\pi G T_{ik}(\langle q_i \rangle) \]  
(4.2)

where the right-hand side is the purely classical object constructed from the, say, expectation value of \( q_i \). Such a description is adequate when both gravity and the quantum field are in a highly excited, coherent, near classical state.

Now suppose we want to study quantum fluctuations in \( q_i [O(\hbar)] \), around \( \langle q_i \rangle \). Can we use (4.1) to study these fluctuations while retaining (4.2) for the description of \( g \)? That is, can we suppress \( O(\hbar) \) effects of gravity compared to \( O(\hbar) \) effects of \( f \)? To bring this question sharply into focus, consider a situation in which \( \langle q_i \rangle \) vanishes classically ("vacuum"). Does it now make sense to use simultaneously the equations

\[ \bar{R}_{ik} - \frac{1}{2} g_{ik} \bar{R} = 0 \]  
(4.3)

\[ \left[ \frac{i}{\sqrt{\hbar}} \left( \frac{\partial}{\partial t} \right) - H(g_{ik}, q_i) \right] \chi(q_i, \epsilon \lambda) = 0 \]  
(4.4)

The usual answer is 'yes'. This allows the study of the quantum fields in curved space-times. (There have been, however, some dissenting views; see for e.g. Ref. 17.) Lappichsky and Rubakov have derived (4.3) and (4.4) (Ref. 18) from the full Wheeler-DeWitt equation—in a consistent order of approximation—by extending the earlier work of Gerlach. (We will discuss this derivation in Sec. 4.) Their approximation scheme was effectively an expansion in the powers of \( G \) and corresponds to a weak coupling limit. This adds to our confidence in (4.3) and (4.4).

Several workers have tried to go beyond (4.3) and (4.4). There is a popular belief that, again in some consistent approximation procedure, (4.3) and (4.4) may be replaced by (4) and the following equation:

\[ R_{ik} - \frac{1}{2} g_{ik} R = 8\pi G \langle T_{ik} \rangle \]  
(4.5)

In (5) the mystic symbol \( \langle T_{ik} \rangle \) stands for a "suitable quantum average". Two choices are popular for \( \langle T_{ik} \rangle \):

(i) The "in"-"out" matrix element of \( T_{ik} \) defined by the path integral methods and

(ii) The expectation value of \( T_{ik} \) in some quantum state, \( \langle \psi | T_{ik} | \psi \rangle \). In particular \( | \psi \rangle \) could be the vacuum state. There was a large industry computing this object \( \langle T_{ik} \rangle \) with the pious hope that it has something to do with quantum gravity. We will call this term \( \langle T_{ik} \rangle \)—rather loosely—as 'backreaction'.

If correct, it must be possible to derive (5) from the Wheeler-DeWitt equation just as one could obtain (3) and (4). Such an attempt was recently made by Hartle (see Ref. 21). He used the same approximation method as Lappichsky etc. and obtained equations which seem to suggest a backreaction. However, a reanalysis of his calculation shows that Eq. (4.5) cannot be obtained by this approximation alone. Several other considerations enter into the picture. We shall try to disentangle these issues in Sec. 4.3.
There is another fact to the issue of semi-classical gravity which needs to be commented upon. This arises from the recent interest in the study of inflationary universe. Several people have attempted to use the quantum fluctuations in the inflation scalar field as a source for gravity. The general belief is that these quantum fluctuations "lead to" classical density perturbations. It is not clear whether this is really the case and—even if it is—under what circumstances such an approximation could be valid. Even if we grant a backreaction of the form (4.5) we cannot obtain the classical density perturbations in an inflationary universe. (In standard models, the inflation field is taken to be in the vacuum state; then \( \langle T_{ab} \rangle \) will be homogeneous.) We need to set up some kind of correspondence between quantum fluctuations and classical stochastic averages. This is usually done in an \textit{ad hoc} manner in the inflationary models. In a more complete theory, we should either be able to derive this correspondence or disprove its existence.

The plan for the rest of the discussion in this part is as follows. In Sec. 4.1 we will review the WKB approach to the semi-classical limit. We will use a simple toy model and translate the results to pure gravity without matter. This will be based on the Wheeler-DeWitt equation. In Sec. 4.2 we will discuss an alternative approach to the semi-classical limit which uses Gaussian wave packets. This will be more appropriate when we have an explicit time coordinate supplementing the Wheeler-DeWitt equation (for example, in the form of a clock). In Secs. 4.3 and 4.4, we study the issue of backreaction when matter fields are also present. Section 4.5 describes the connection between the path integrals and the semi-classical limit.

### 4.1. Semi-classical limit and WKB states

We will begin our discussion with the Lagrangian:

\[ L = \frac{1}{2} M (\dot{Q}^2 - V(Q)) \]  

(4.6)

for a system with one degree of freedom \( Q \). This system is modelled after the Lagrangian for pure gravity in a mini-superspace. Comparing (3.11) and (4.6) we see that pure gravity can be obtained by the following extensions:

(i) Instead of one variable \( Q \) introduces a set of gravitation degrees of freedom \( \{ g_A \} \). The kinetic energy term becomes a general quadratic \( \frac{1}{2} G_{AB} \dot{g}^A \dot{g}^B \).

(ii) The potential \( V(Q) \) is replaced by the potential in \( V(g_A) \) (see Eq. (3.16)). Notice that we have explicitly kept the mass \( M \) in (4.6) as an overall multiplicative factor. This is crucial if (4.6) should mimic the features of pure gravity. In gravity, there is no relative coupling between kinetic and potential terms. The classical equations of motion for the Lagrangian in (4.6) are

\[ M (\ddot{Q} + V'(Q)) = 0. \]  

(4.7)

In the other extreme limit, the quantum dynamics of \( Q \) is described by the Schrödinger equation
\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2M} \frac{\partial^2 \psi}{\partial Q^2} + MV\psi = E\psi . \] (4.8)

Our task is to set up a systematic approximation scheme which will take us from (4.8) to (4.7).

It turns out that there are several ways in which this could be done. All these methods are related to each other and each method could be appropriate in different physical situations. We will explore some of these methods in this and coming sections.

We begin with the most conventional one called the WKB approximation.\textsuperscript{28} To motivate this approximation and to decide when it will be appropriate, let us first rewrite (4.8) as 2 real equations. We put

\[ \psi(Q) = R(Q) \exp \left( i\theta(Q)/\hbar \right) \] (4.9)

where \( R \) and \( \theta \) are real. Substituting (4.9) into (4.8) we get

\[ \frac{(\theta')^2}{2M} + MV - E = \frac{\hbar^2}{2M} \frac{R''}{R} \] (4.10)

\[ R\theta'' + 2R'\theta' = 0 . \] (4.11)

Assuming that \( \theta' \neq 0 \), we can integrate (4.11) to obtain \( R \) and substitute it in (4.10). This gives us

\[ R \sqrt{\theta'} = \text{constant} \] (4.12)

and

\[ \frac{(\theta')^2}{2M} + MV - E = \frac{\hbar^2}{2M} \sqrt{\theta'} \left\{ \frac{d^2}{dQ^2} \left( \frac{1}{\sqrt{\theta'}} \right) \right\} . \] (4.13)

Equations (4.12) and (4.13) are equivalent to the exact Schrödinger equation. Nothing has yet been lost. We shall now assume that the classical limit corresponds to \( \hbar \) becoming vanishingly small. This allows us to iterate Eq. (4.13) in an order by order expansion in \( \hbar^2 \). To the lowest order, ignoring \( \theta(\hbar^2) \) term in the right-hand side of (4.13) we get the equations:

\[ \frac{\theta_0^2}{2M} + MV - E = \mathcal{O}(\hbar^2) \approx 0 \] (4.14)

and

\[ R(Q) = \frac{\text{constant}}{\sqrt{\theta_0'}} . \] (4.15)
The resulting wave function

$$\psi^0(Q) = \frac{N}{\sqrt{\theta_0(Q)}} \exp \frac{i}{\hbar} \theta_0(Q)$$

(4.16)

is called the WKB wave function. We notice that $\theta_0(Q)$ is just the classical action for the energy $E$. Equation (4.14) is the Hamilton-Jacobi equation for $\theta_0$.

In what sense does (4.16) represent the classical limit described by (4.7)? The classical equation (4.7) integrates to give a trajectory $Q = Q(t, E)$ when the energy $E$ is specified. It is impossible to obtain such a "trajectory" out of (4.16). Since (4.16) is a stationary state, all expectation values—including that of $Q$—will be independent of time. It will not be possible to interpret $|\psi|^2$ as "peaked around" a classical trajectory with energy $E$.

The quantity $|\psi^0(Q)|^2 dQ$ gives a "classical probability" in a very different sense. Note that the classical momentum $p$

$$P_{cl}(Q) = \sqrt{2M(E - MV(Q))}$$

(4.17)

is just $\theta_0(Q)$ [see (4.14)]. Therefore, $|\psi^0(Q)|^2 dQ$, which is proportional to $(\theta_0)^{-1} dQ$, represents the time taken by the system to traverse the range $(Q, Q + dQ)$.

$$|\psi_0(Q)|^2 dQ \propto \frac{dQ}{\theta_0(Q)} = \frac{dQ}{P_{cl}(Q)} = dt_Q .$$

(4.18)

Thus the probability $|\psi_0(Q)|^2$ is high near those values of $Q$, around which the classical system lingers for long periods of time. This is the only connection we have between $\psi^0(Q)$ and the classical limit, in the $Q$-space.

A more suggestive interpretation for $\psi^0$ can be given if we use the Wigner function and classical phase space. It can then be easily shown that the Wigner function will be peaked around the curve $p = P_{cl}(Q)$; however, that is still not the same as probability being peaked around a classical trajectory $Q(t; E)$.

These results suggest that we can identify the derivative of the phase of WKB wave function $\theta'(Q)$, as the classical momentum. (This is a "rule of correspondence" which we stipulate). If this is done, then it is also possible to arrive at a notion of 'time'. Since $\theta(Q)$ is given, the equation $p = \theta'(Q)$ defines a curve in the phase space. We can parametrize this curve by some variable $t$, such that the tangent vector $(d/dt)$ is just $(p(Q)/M)$:

$$\frac{d}{dt} = \frac{p(Q)}{M} \frac{\partial}{\partial Q} = v(Q) \frac{\partial}{\partial Q}$$

(4.19)

where $v(Q)$ is the velocity. (This is merely another way of saying $p(Q) = MdQ/dt$). The parameter $t$ defines semi-classical notion of time.15
The next question which arises is about the domain of validity of the WKB approximation. This approximation will be valid if the momentum varies slowly over one 'de-Broglie wave length' of the system i.e. when \( (p'/p) \ll p/\hbar \) or, equivalently,

\[
|p^2| \gg \hbar M^2 |V'| .
\]  

(4.20)

This condition can also be rewritten in the form:

\[
E \gg MV(Q) + (M \hbar^2 V'^2)^{1/3} = f(Q) .
\]  

(4.21)

Equations (4.20) and (4.21) emphasize two different aspects of WKB approximation. If \( E \) is fixed, then (4.20) implies that the approximation is valid far away from the turning points at which \( p(Q) = 0 \). Suppose, on the other hand, we are interested in obtaining a WKB approximation around some value \( Q = Q_1 \). Equation (4.21) then gives the limitation on \( E \) for this to be feasible. If \( V(Q) \) is a rapidly increasing function of \( Q \) (near \( Q_1 \)) then we could satisfy (4.21) only for a small region near \( Q_1 \).

When necessary, we can also consider the higher order corrections to WKB approximation. These can be obtained by writing

\[
\theta(Q) = \theta_0(Q) + \hbar^2 \theta_1(Q) + \cdots
\]

and substituting into (4.13). We find that, for example,

\[
\theta_1'(Q) = \frac{1}{2 \sqrt{\theta_0}} \frac{d^2}{dQ^2} \left[ \frac{1}{\sqrt{\theta_0}} \right].
\]  

(4.22)

It should be emphasized that the first quantum correction to WKB solution is of \( O(\hbar^2) \) and not of \( O(\hbar) \).

The Schrödinger equation (4.8) depends only on the ratio \( (\hbar/M) \) and not on the individual values of \( \hbar \) and \( M \). (This can be easily seen by dividing (4.8) throughout by \( M \).) Thus an expansion in \( \hbar \) is identical to an expansion in \( M^{-1} \). We could have, for example, taken \( \psi(Q) \) to be

\[
\psi(Q) = (A(Q) + M^{-1} A_1(Q) \cdots) \exp \frac{i}{\hbar} (M \sigma_0(Q) + \sigma_1(Q) + M^{-1} \sigma_2(Q) \cdots)
\]  

(4.23)

and equated the coefficients of equal powers of \( M \) in the Schrödinger equation. To \( O(M) \) and \( O(M^0) \) this will give

\[
\frac{1}{2} M (\sigma_0')^2 + MV - E = 0 ; \quad \sigma_1' = 0
\]  

(4.24)
\[ 2A'(Q)\phi_0 + \phi_0 A = 0 \quad (4.25) \]

Except for trivial scalings with respect to \(M\), this leads to the same result as (4.16).

Let us now translate the above analysis to the mini-superspace describing gravity.\textsuperscript{22,27}

The Lagrangian is (see (3.11))

\[ L = M \left\{ \frac{1}{2} G^{AB} \frac{\delta A^a}{N} - NV(g_A) \right\} \quad (4.26) \]

where \(M = (16\pi G)^{-1}\) sets the overall scale. We shall quantize this system using the Wheeler-DeWitt equation (Eq. (3.17), with matter variables absent):

\[ \left( -\frac{\hbar^2}{2M} \nabla^2 + MV \right) \psi(g_A) = 0 \quad . (4.27) \]

Separating \(\psi\) into the modulus and phase

\[ \psi(g_A) = R(g_A)e^{i(\theta A)/\hbar} \quad (4.28) \]

and substituting into (4.27) we get the equations:

\[ \frac{1}{2M} (\nabla \theta)^2 + MV = \frac{\hbar^2}{2M} \left( \nabla^2 R \right) \left/ \frac{R}{R} \right. \quad (4.29) \]

\[ \nabla \cdot (R^2 \nabla \theta) = 0 \quad . (4.30) \]

(The notation is self-explanatory: \(\nabla\) stands for \((\partial/\partial g^A)\) and all 'dot products' are calculated using \(G^{AB}\) and its inverse.)

Equations (4.29) and (4.30) are exact and are completely equivalent to the Wheeler-DeWitt equation. We can approximate them in the same way as we approximated (4.10) and (4.11). The WKB wave function for gravity will be

\[ \psi^{(0)}(g_A) = R(g_A) \exp \frac{i}{\hbar} \theta_0(g_A) \quad (4.31) \]

where

\[ \frac{1}{2M} (\nabla \theta_0)^2 + MV(g_A) = 0 \quad (4.32) \]

and \(R\) satisfies (4.30) with \(\theta\) replaced by \(\theta_0\). The only difference between gravity and the system considered earlier is the following: In (4.14), \(E\) was a free parameter which we can choose at will; here Wheeler-DeWitt equation automatically sets its value to zero.
It is possible to solve for \( R \) in terms \( \theta_0 \). When there is only one variable this is trivial and \( R \) is proportional to \( (\theta')^{-1/2} \). If there are more variables then \( R \) can be expressed as

\[
R = \left[ \det \left( -\frac{\partial^2 \theta_0}{\partial g^0_A \partial g^0_B} \right) \right]^{1/2} = F(g_A) \quad (4.33)
\]

where \( \theta_0 \) is the classical action, evaluated for a trajectory with end-points \( g_A^0 \) and \( g_A^f \). Thus (4.31) can be expressed entirely in terms of \( \theta_0 \).

The semi-classical behavior of (4.31) follows in the same way as that of (4.16). The wavefunction \( \psi(g_A) \) is not peaked about any classical trajectory in the configuration space. The only way classical limit can be obtained is by using the rule: "derivative of WKB phase is equal to the classical momentum". This rule will give

\[
p^A = \frac{\partial \theta_0}{\partial g_A} = p^A(g_A) \quad (4.34)
\]

This relation defines a vector field in the mini-superspace:

\[
P = \nabla \theta = \{ p^A(g_A) \} \quad (4.35)
\]

Equation (4.32) now becomes

\[
\frac{1}{2M} G^{AB} p_A p_B + MV = 0 \quad (4.36)
\]

which is just the constraint equation \( H = 0 \). Differentiating this relation with respect to, say, \( g_c \) we get,

\[
\frac{1}{2M} G^{AB} \frac{\partial p_A}{\partial g^A_c} \frac{\partial p_B}{\partial g^A_c} + \frac{1}{M} G^{AB} \frac{\partial p_A}{\partial g^A_c} \frac{\partial p_B}{\partial g^A_c} + MV_c = 0 \quad (4.37)
\]

which, on using (4.34), becomes

\[
\frac{1}{2M} G_{,c}^{AB} \frac{\partial \theta_0}{\partial g^A_c} \frac{\partial \theta_0}{\partial g^A_c} + \frac{1}{M} G^{AB} \frac{\partial \theta_0}{\partial g^A_c} \frac{\partial^2 \theta_0}{\partial g^B_c} \frac{\partial^2 \theta_0}{\partial g^C_c} + MV_c = 0 . \quad (4.38)
\]

We can rewrite this equation in a more meaningful form. To do this we first introduce the concept of time, as in Eq. (4.19). Equation (4.35) defines a vector field, \( \nabla \theta_0 \) in superspace to which integral curves can be drawn. These integral curves can be parametrized by a variable \( \tau \) such that

\[
\frac{d}{d\tau} = \frac{p^A}{M} \frac{\partial}{\partial g^A} = \frac{1}{M} \left( G^{AB} \frac{\partial \theta_0}{\partial g^B_c} \right) \frac{\partial}{\partial g^A} . \quad (4.39)
\]
Using (4.39) in the third term of (4.38), we get

\[ \frac{dp_i}{d\tau} + \frac{1}{2M} G_{ik}^{AB} p_A p_B = -MV_k. \]  

(4.40)

It can be easily shown that (4.40) is identical to the dynamical equations\textsuperscript{19} obtained by varying \( g_A \) in the Lagrangian (4.26), once we make the identification \( \pi dt = d\tau \).

The semi-classical interpretation of \( \psi \) depends on two identifications represented by Eq. (4.34) (for \( p_A \)) and Eq. (4.39) (for \( \tau \)). The above discussion once again emphasizes the semi-classical nature of 'time'.

The conditions of validity for the WKB approximation can be worked out in a manner similar to the one-dimensional case. The higher order corrections can also be computed in essentially the same way. In particular, the first quantum corrections to the WKB wavefunctions will be of order \( \hbar^2 \) and not of order \( \hbar \).

4.2. Semi-classical limit: Gaussian states

In the last section we saw that WKB states allow a particular kind of approximation to the Schrödinger equation. By identifying the derivative of the phase of the WKB wavefunction with the classical momentum, we can provide a semi-classical interpretation to the WKB states.

There are, however, other means of approaching the semi-classical limit. In particular, it is possible to construct approximate solutions to the Schrödinger equation which are actually peaked around some trajectories in the configuration space. (This is in contrast with the WKB wavefunction, for which \( |\psi|^2 \) is not peaked around any trajectory). These solutions are specially relevant when we consider the time-dependent Wheeler-DeWitt equation.

We shall illustrate the construction with a quantum mechanical system described by the Schrödinger equation:

\[ \frac{i\hbar}{\hbar} \frac{\partial \psi}{\partial \tau} = -\frac{\hbar^2}{2M} \frac{\partial^2 \psi}{\partial Q^2} + MV\psi. \]  

(4.41)

The connection between (4.41) and the gravitational system coupled to a clock, discussed in Sec. 3.4, should be obvious. The Schrödinger equation for the 'clock + gravity' system

\[ i\hbar \frac{\partial \psi}{\partial c} = -\frac{1}{2} I^2 \nabla^2 \psi + \frac{V}{I^2} \psi \]  

(4.42)

is structurally same as (4.41). Nothing is lost by introducing the clock variable \( c \); we have seen that in any approach 'time' appears only as a semi-classical construct. The clocks do exist in the semi-classical limit.

We are interested in the solutions to (4.41) which are sharply peaked around some real trajectory in the \( Q \)-space. This suggests the following ansatz:
where $B$ is complex and $x$, $p$, $\varepsilon$ and $N$ are real. All these quantities are taken to be functions of time. It is clear that $|\psi|^2$ is peaked around $x$ and has a width inversely related to the real part of $B$. We are interested in the conditions under which $\psi$ will be an approximate solution to the Schrödinger equation.

Our choice of $\psi$ corresponds to the following choices for the amplitude and phase of the wavefunction:

$$R = N \exp \left\{ -\frac{1}{4} B_R (Q - x)^2 \right\}$$

(4.44)

and

$$\theta = -\frac{1}{4} B_I (Q - x)^2 + PQ + \hbar \varepsilon$$

(4.45)

where $B_R$ and $B_I$ are the real and imaginary parts of $B$. We have earlier derived the equations satisfied by $R$ and (see (4.11) and (4.1)). In the time dependent case (4.11) is replaced by

$$2R \dot{R} + \frac{\partial}{\partial Q} (R^2 \dot{\theta}) = 0$$

(4.46)

we substitute (4.44) and (4.45) into (4.46). Both the terms in (4.46) will be quadratic expressions in $Q$. Equating the coefficients of $Q^2$, $Q$ and $Q^0$ we get 3 equations which can be simplified to give the following conditions

$$h B_I = M \frac{\dot{B}_R}{B_R}$$

(4.47)

$$B_R \left( \dot{x} - \frac{p}{M} \right) = 0$$

(4.48)

$$N = (\text{const}) \cdot B_R^{1/4}$$

(4.49)

Of these, (4.49) is merely the normalization condition for the wave function and (4.47) expresses $B_I$ in terms of $B_R$. The real physical content is in (4.48) which says that the parameter $P$ is the classical momentum corresponding to the trajectory $x(t)$. This is encouraging because the momentum distribution corresponding to $\psi$ will be peaked around $P$. The relation (4.48) shows that our wave function is peaked around classical trajectory in the $Q$-space and classical momentum in the $P$-space. This is precisely what we expect in the semi-classical limit.
So far, we have not made any approximations. Equation (4.46) was solved exactly. We now have to handle Eq. (4.10). It is clear that some form of approximation will be required here. Rewriting (4.10) in the form

\[ MV = \frac{\hbar^2}{2M} \frac{R''}{R} - \left\{ \dot{\theta} + \frac{(\dot{\theta}')^2}{2M} \right\} \quad (4.50) \]

we see that all the terms in the right-hand side will be of quadratic order or lower in \((Q - x)\). However, the potential \(V\) was entirely arbitrary and could contain any function of \(Q\). Thus it will not be possible to satisfy this equation identically for all values of \(Q\).

Here is where the approximation comes in. We will assume that \(V(Q)\) can be expanded in a Taylor series around \(x\) and that we can retain terms up to quadratic order in \((Q - x)\). If this is done, the left-hand side can indeed be made approximately equal to an expression quadratic in \(Q\). The coefficients of \(Q^2, Q\) and \(Q^0\) can again be equated. This gives us the following relations after some algebra:

\[ \dot{P} = -MV''(x) \quad (4.51) \]

\[ \dot{\theta} = -\frac{\mu^2}{2M} + MV + MV' - \frac{\hbar^2}{4M} \frac{R''}{R} \quad (4.52) \]

\[ \hbar \dot{\theta}_t = 2MV'' - \frac{\hbar^2}{2M} B_k^2 - B_l^2. \quad (4.53) \]

Of these, the first equation guarantees our classical limit. This equation combined with (4.48) identifies \(x(i)\) as the classical trajectory. Equation (4.53) describes the evolution of the time-dependent phase and is not of particular interest. Equation (4.52) describes the evolution of quantum fluctuations around the classical trajectory. By introducing a variable \(J(t)\) defined by the relation

\[ B = \frac{2M}{i\hbar} \frac{\dot{J}}{J} \]

and using (4.47), Eq. (4.53) can be cast in the form

\[ \dot{J} + V''J = 0. \quad (4.54) \]

This shows that the fluctuations are essentially driven by the second-order term in the potential.

We have thus succeeded in producing an approximate semi-classical solution to the Schrödinger equation. We next ask: when is this approximation reliable? Notice that the only approximation which went in was the quadratic Taylor expansion for \(V(Q)\). This is valid whenever the fluctuations are small. More quantitatively, we can say that the deviation from the classical trajectory, which should be of order \(\sigma = (\hbar B_k)^{-1/2} \) must be
In any potential, not violently changing with time, the fluctuations will remain bounded and can be taken to be of $\mathcal{O}(\hbar)$. In other situations, the validity has to be ascertained by a more detailed study.

It must be emphasized that the WKB approximation also relies indirectly on the smallness of the fluctuations for its semi-classical interpretation. The `rule' of identifying the derivative of the phase with the classical momentum is meaningful only when the fluctuations are not too large.

For higher order corrections around the classical trajectory, we can proceed by retaining larger deviations from the classical trajectory. Quantitatively, this can be done by using in the exponent of the wave function terms higher than the quadratic. This is similar to the approach used for obtaining higher order corrections to the WKB approximation.

All that has been said here can be easily translated to the gravitational variables. Since we had already gone through a similar exercise in the previous section, we will not repeat it here. It should be clear that one can use Gaussian states with as much ease as the WKB states to study the semi-classical gravity.\(^{29}\) In fact, the semi-classical limit for Gaussian states arises in a very natural manner without we having to perform any gymnastics in the phase space.

The contrast between Gaussian states and WKB states is very apparent in the case of a quantum harmonic oscillator in a potential $\frac{1}{2}M\omega^2Q^2$. The WKB approximation corresponds to taking a stationary state with large energy $E$. The exact wave function $\psi_E(Q)$ oscillates rapidly and has a profile which follows classical trajectory.\(^{20}\) The Gaussian approximation—on the other hand—corresponds to using a coherent state solution with amplitude $a = (2E/M\omega^2)^{1/2}$. The trajectories are now actually peaked around the classical path.

### 4.3. The issue of backreaction: WKB states

So far we have been considering the semi-classical limit of pure gravity. While this is of some mathematical interest, we almost never encounter such a situation in a realistic physical scenario. There will always be matter present, the quantum fluctuations of which needs to be considered.

When both gravity and matter are treated classically, the situation can be handled by Einstein's equations. When both matter and gravity are quantum mechanical, then we need to solve some form of Wheeler-DeWitt equation. (We shall assume in this section that the relevant Wheeler-DeWitt equation is the time independent one (3.18); the modifications which are needed when we use (3.17) will be mentioned in the next section.)

As indicated in the introduction to this part, there is a widespread belief that a third level of description is possible for a system involving gravity and matter fields, viz. the one in which gravity is treated semi-classically and matter is treated quantum mechanically. The crucial word in the last sentence is 'semi-classical', which suggests something more than classical. There is absolutely no difficulty in devising a sensible approximation scheme in which gravity is classical and matter fields are quantum mechanical ("quantum fields in curved space"). In this scheme, gravity is unaffected by the quantum fluctuations of matter. What one hopes to do is to proceed to the next level in
which some kind of backreaction of matter fields on gravity can be introduced. We shall
discuss this issue in detail and show that this hope can be realized only under very stringent
conditions.\textsuperscript{[22,31]} By and large, it is incorrect to develop a scheme in which quantum
fluctuations of matter fields are included but those of gravity are excluded.
Our system consisting of gravity and matter will be described by the Lagrangian
$L_{\text{total}} = L_{\text{gravity}} + L_{\text{matter}}$ where $L_{\text{gravity}}$ is given by (3.11) and $L_{\text{matter}}$ is the matter
Lagrangian. Once again we will resort to a toy quantum mechanical model to illustrate the
concepts. In the end, we can easily translate the results to the context of gravity. This
model consists of two point 'particles' described by the Lagrangian:

$$L = \frac{1}{2} m (\dot{Q}^2 - V(Q)) + \frac{1}{2} \dot{q}^2 - U(Q, q)$$  \hspace{1cm} (4.55)

where $Q$ and $q$ represent the coordinates of the two particles. The degree of freedom $Q$ is
analogous to gravity and $q$ is analogous to the quantum field. In the 'level one' description
both $Q$ and $q$ are classical and the system is described by the following equations:

$$M \ddot{Q} + MV' = -\partial U(Q, q) / \partial Q$$  \hspace{1cm} (4.56)

$$\ddot{q} = -\partial U(Q, q) / \partial q . \hspace{1cm} (4.57)$$

In 'level two' $Q$ and $q$ are quantum mechanical and the system is described by the wave
function $\psi(Q, q)$ which satisfies the Schrödinger equation

$$i \hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2M} \frac{\partial^2 \psi}{\partial Q^2} - \frac{\hbar^2}{2} \frac{\partial^2 \psi}{\partial q^2} + MV\psi + U\psi = E\psi . \hspace{1cm} (4.58)$$

In 'level three' we demand an intermediate description in which $Q$ is described by a
$c$-number equation while $q$ is described by a wave function $\chi(q, \bar{Q})$ in a given background $\bar{Q}$.

The first two terms in (4.6) are identical to the terms in the 'pure-gravity' model (4.6),
with $M$ playing the role of $G^{-1}$ (inverse of Newton's constant). This suggests that one
should not really think of $M$ as the mass of $Q$-particle. This may be done, it is not very
illuminating. A better feel for $M$ in (4.55) can be obtained by writing (4.55) as

$$\frac{L}{M} = \frac{1}{2} \dot{Q}^2 - V(Q) + M^{-1}\left(\frac{1}{2} \dot{q}^2 - U(Q, q)\right) . \hspace{1cm} (4.59)$$

Clearly, $M^{-1}$ (which is analogous to $G$) determines the coupling between the variables $Q$
and $q$. In particular, the potential felt by $Q$ is

$$V_{\text{total}} = V(Q) + M^{-1}U(Q, q) . \hspace{1cm} (4.60)$$

Note that as $M \rightarrow \infty$ the effect of $q$ on $Q$ is suppressed. In what follows, it is useful to
keep in mind the correspondence: $Q \leftrightarrow$ gravity, $q \leftrightarrow$ field and
(M → ∞) ↔ (G → 0).  \hspace{1cm} (4.61)

For the system described by the Lagrangian of (4.55) we can work out two kinds of approximations. We can attempt a power series expansion in \( \hbar \) or in \( M \). Since \( L \) in (4.55) does not scale out as \( (M/\hbar) \) [in contrast to the \( L \) of (4.6)] these two approximations are inequivalent, and describe different physical situations.

In a \( \hbar \)-expansion, \( \mathcal{O}(1) \) term will give the classical equation of motion for both \( Q \) and \( q \)--i.e. Eqs. (4.56) and (4.57). The \( \mathcal{O}(\hbar) \) term will give a determinant factor analogous to \( (\theta')^{-1/2} \) term in (4.15). This expansion does not give a dichotomus result with \( Q \)-classical and \( q \)-quantum mechanical. Instead, \( \hbar \)-expansion treats the quantum nature of both \( Q \) and \( q \) at the same footing. Since our primary interest is not in this situation, we will not consider this expansion. Instead, we will start with the Schrödinger equation

\[
\frac{-\hbar^2}{2M} \frac{\partial^2 \psi}{\partial Q^2} - \frac{\hbar^2}{2} \frac{\partial^2 \psi}{\partial q^2} + MV\psi + U\psi = E\psi \hspace{1cm} (4.62)
\]

and seek a power series solution in \( M^{-1} \). As in (4.23), we write

\[
\psi = A e^{i(M/\hbar)S} \equiv (A_0 + M^{-1}A_1 + \cdots) \exp \left( \frac{i}{\hbar} M\sigma_0 + \sigma_1 + M^{-1}\sigma_2 + \cdots \right) \hspace{1cm} (4.63)
\]

and combine terms which are of the same order in \( M \). This can be easily done by pulling out \( A_0 \) and expanding \( \exp(i/\hbar)(M^{-1}\sigma_2 + \cdots) \) in a Taylor series: We get

\[
\psi = \exp \left( \frac{i}{\hbar} M\sigma_0 \right) \cdot \left( A_0 \exp \left( \frac{i}{\hbar} \sigma_1 \right) \left( 1 + M^{-1} \frac{A_1}{A_0} + \cdots \right) \left( 1 + M^{-1} \frac{i\sigma_2}{\hbar} + \cdots \right) \right)
\]

\[
= \exp \left( \frac{i}{\hbar} M\sigma_0 \right) \cdot \chi \cdot (1 + M^{-1}B_1 + \cdots) \hspace{1cm} (4.64)
\]

Here \( \chi \) is \( O(M^0) = O(1) \), and \( B_n \) involves \( (A_n/A_0) \) and terms of order \( M^{-n} \) arising from the exponential. This calculation shows that it is redundant to expand both \( S \) and \( A \) in a power series in \( M \). It is enough to consider

\[
\psi = e^{i(M/\hbar)\sigma_0} \cdot B \hspace{1cm} (4.65)
\]

where \( B = \chi + M^{-1}B_1 + M^{-2}B_2 + \cdots \) etc. We will take \( \sigma_0 = \sigma_0(Q) \) and \( \chi = \chi(Q, q) \), \( B_1 = B_1(Q, q) \). We can also assume—without any loss of generality—what \( \sigma_0 \) is real and \( B \) is complex. Substituting (4.65) into (4.62) and retaining the leading order terms we get:

\[
M \left[ \frac{\sigma_0^2}{2} + V - \epsilon \right] \chi - \left[ \frac{\hbar^2}{2} \frac{\partial^2 \chi}{\partial q^2} - U\chi + i\hbar\sigma_0' \chi' + \frac{i\hbar}{2} \sigma_0' \chi \right] = 0 \hspace{1cm} (4.66)
\]
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(Prime denotes differentiation with respect to \( Q \); as we did before, we have assumed \( E \) to be \( \mathcal{O}(M) \), i.e. \( E = M e \), rather than expand it; this only changes the phase in an insignificant manner).

Equation (4.66) is one complex—or, two real—equation for 3 unknown real functions: \( \sigma_0 \) and real and imaginary parts of \( \chi \); it is underdetermined unless some extra criterion is used. We tackle this indeterminacy in the usual way: We demand the coefficients of each power of \( M \) to vanish individually. To \( \mathcal{O}(M) \) and \( \mathcal{O}(1) \) we obtain:

\[
\frac{1}{2} \sigma_0'^2 + V - \varepsilon = 0 \tag{4.67}
\]

\[
i \hbar \sigma_0' \chi' + \frac{i \hbar}{2} \sigma_0' \chi = -\frac{\hbar^2}{2} \frac{\partial^2 \chi}{\partial q^2} + U \chi. \tag{4.68}
\]

In (4.68), we note that

\[
i \hbar \sigma_0' \chi' + \frac{i \hbar}{2} \sigma_0' \chi = i \hbar \sigma_0' \chi \left( \frac{\partial}{\partial Q} \ln(\sqrt{\sigma_0' \chi}) \right)
\]

\[= i \hbar \sqrt{\sigma_0'} \frac{\partial f}{\partial Q} \tag{4.69}
\]

where we have defined \( f = \sqrt{\sigma_0' \chi} \), or, equivalently

\[
\chi(Q, q) = \frac{1}{\sqrt{\sigma_0'(Q)}} f(Q, q). \tag{4.70}
\]

Using (4.48) and (4.49) in (4.47) we get

\[
i \hbar \sigma_0' \frac{\partial f}{\partial Q} = -\frac{\hbar^2}{2} \frac{\partial^2 f}{\partial q^2} + U(Q, q)f. \tag{4.71}
\]

Equation (4.71) can be written in a more suggestive fashion. We note that (4.67) determines a classical trajectory \( Q_c(t) \) satisfying

\[
\frac{1}{2} \left( \frac{dQ_c}{dt} \right)^2 = \varepsilon - V(Q_c) \tag{4.72}
\]

so that, in (4.71), \( U(Q_c, q) = U(t, q) \) and

\[
i \hbar \sigma_0'(Q_c) \frac{\partial}{\partial Q} = i \hbar \frac{\partial}{\partial t}. \tag{4.73}
\]
Therefore (4.71) can be written as

\[ i\hbar \frac{\partial f}{\partial t} = -\frac{\hbar^2}{2} \frac{\partial^2 f}{\partial q^2} + U(Q_c(t), q) f. \]  

(4.74)

The message of (4.74) and (4.67) is loud and clear: To \( O(1) \), \( Q \) is determined by the classical equations (with \( Q \) ignored) and the wave function \( \chi(q, Q_c) \) represent a quantum theory in a given curved background \( Q_c(t) \) via (4.70) and (4.74). To this order, the wave function \( \psi(Q, q) \) has the following interpretation:

\[
\psi(Q, q) = \left\{ \begin{array}{c} \text{amplitude} \\ \text{for } Q, q \end{array} \right\}
\times \left\{ \begin{array}{c} \text{amplitude for } Q, \text{ ignoring } q \\ \text{given a } Q \end{array} \right\}
\]

\[ = \frac{1}{\sqrt{\sigma_0(Q)}} \cdot \exp \left( \frac{i}{\hbar} M\sigma_0(Q) \right) \cdot f(q, Q). \]  

(4.75)

Thus to \( O(M^{-1}) \) we may say that there is no ‘backreaction’.

A crucial ambiguity rears its head now. There is no question that (4.75) correctly describes an approximate wave function \( \sim O(1) \). But getting a classical interpretation from the WKB wave function is—as we have seen in Sec. (4.1)—nontrivial. The “rule” of WKB physics is the following: “The derivative of the phase of the WKB wavefunction is the classical \( C \)-number momenta”. If we want the classical equation to \( O(M) \), then the phase is uniquely determined. It is the \( M\sigma_0(Q) \) given in (4.67). Identifying its derivative with a classical momentum we will get (4.56) with right-hand side set to zero. There is no backreaction. This, of course, is no surprise. But suppose we want to write the classical equations correct to not to \( O(M) \) but to \( O(1) \). To do this we have to take the phase of the wave function up to \( O(1) \) and consider it to be “classical action”.

Equation (4.75) signals that this desire is dangerous and in general cannot be fulfilled. To see this, consider what happens if we try to evaluate the phase up to \( O(1) \). We can separate \( f \) into amplitude and phase and write

\[ f(Q, q) = a(\theta, q) \exp(ib(Q, q)). \]  

(4.76)

This done, the total phase of \( \psi \) to \( O(1) \) is \( \{M\sigma_0/\hbar + b(Q, q)\} \). This phase is completely useless for a semi-classical description of \( Q \) because it depends—in general—on the quantum variable \( q \) explicitly. It is easy to see that, for a general state, \( b \) must depend on \( q \). If we substitute \( f \) into (4.74) and separate the real and imaginary parts we will get

\[ -\alpha_0 \frac{a'}{a} = \frac{\hbar^2}{2} \frac{\partial^2 b}{\partial q^2} + \frac{\partial a}{\partial q} \left( \frac{\partial b}{\partial q} \right) \]  

(4.77)
\[-\hbar \sigma \dot{b}' = \frac{\hbar^2}{2} \left[ \left( \frac{\partial b}{\partial q} \right)^2 - \frac{1}{a} \left( \frac{\partial^2 a}{\partial q^2} \right) \right] + U(Q, q) . \]  \hspace{1cm} (4.78)

Thus if \( b \) is independent of \( q \), \( a \) should be independent of \( Q \). What is more we must have
\[-\hbar \sigma \dot{b}' = F(Q) = \frac{\hbar^2}{2} \frac{1}{a(q)} \left( \frac{d^2 a(q)}{dq^2} \right) + U(Q, q) . \]  \hspace{1cm} (4.79)

This condition is impossible to satisfy because \( U \), in general, depends on both the variables.

We are therefore forced to conclude that—in general—there is no \( c \)-number backreaction to \( O(1) \). Of course there was no \textit{a priori} reason for such a backreaction to exist. It is just that one would have been happier if such a prescription had existed.

It is possible to introduce an artificial phase in (4.75) and mimic a backreaction. There is however no way of determining this phase without invoking additional principles. We refer the reader to original literature for discussion of this point (Refs. 21, 22 and 32).

Having said that in general we cannot obtain a \( O(1) \) backreaction we would like to comment on a special situation in which this may be possible.\(^{31,33}\) Consider a particular case in which
\[ U(Q, q) = \frac{1}{2} \omega^2(Q(t))q^2 . \]  \hspace{1cm} (4.80)

Our function \( f \) in this case is determined by the equation
\[ i \frac{\partial}{\partial t} f(q, t) = \frac{1}{2} \frac{\partial^2 f}{\partial q^2} + \frac{1}{2} \omega^2(Q(t))q^2 f \]  \hspace{1cm} (4.81)

(we have set \( \hbar = 1 \)). Consider the following ansatz for \( f(q, t) \):
\[ f(q, t) = e^{-\alpha - \eta q^2} \]  \hspace{1cm} (4.82)

where \( \alpha \) and \( \eta \) are functions of \( Q \) and hence of time. Since the potential in (4.80) is quadratic, the Schrödinger equation propagates an initial Gaussian into another Gaussian.

If \( f \) is of the form (4.82), the Schrödinger equation determines the phase \( \alpha(Q) \) and hence the backreaction. Substituting (4.82) in (4.81), and comparing the coefficients of different powers of \( q \) gives
\[-i \dot{\alpha} = \eta , \quad \dot{\eta} = -2i \eta^2 + \frac{i}{2} \omega^2 . \]  \hspace{1cm} (4.83)

Equation (4.83) implies that \( \alpha = i \int \eta(t) dt \). Splitting \( \eta \) into its real and imaginary parts \(-\eta = R + \text{i} \zeta, -\text{i} \eta = R - \text{i} \zeta\),—and comparing with (4.82) shows that \( f \) has a \( Q \)-dependent phase:
\[ \Theta = -\int R(t) dt \]. The full wave function \( \psi(Q, q) \) of (4.75) may be rewritten as
\[ \Psi(Q, q) = \frac{1}{\sqrt{\sigma_0}} \exp \left( i M \sigma_0(Q) + i \theta(Q) + \int I(t) dt - \eta q^2 \right). \tag{4.84} \]

The classical equation for \( Q \)- to \( \mathcal{O}(1) \)- will be now determined by the total \( Q \)-dependent phase given by

\[ \sigma_{\text{total}}(Q) = M \sigma_0(Q) + \theta(Q). \tag{4.85} \]

It is easy to see that this phase defines a classical effective potential:

\[ V_{\text{eff.}} = MV - \sigma_0(Q) \dot{\theta}' = MV - \dot{\theta}. \tag{4.86} \]

In other words, the phase of \( f \) provides a backreaction \((- \dot{\theta}) = R(Q) \) in the \( \mathcal{O}(1) \) level. It should be stressed that we obtained this backreaction only because both our potential \( U \) and the quantum state \( f \) had very special forms. In general, such a neat separation may not occur. In this simple example, one can proceed further and determine the form of the backreaction explicitly. In particular the correction term \( \dot{\theta} \) in (4.86) is just the expectation value of the Hamiltonian for \( q \), if the background field \( Q \) varies slowly.\footnote{31}

To conclude this section, we briefly indicate how the result can be translated for the Wheeler-DeWitt equation. We consider the case in which the matter field is a scalar field \( \phi \) with its conjugate momentum denote \( \Pi_\phi \). The Wheeler-DeWitt equation will then be:

\[ \left\{ -\frac{1}{2M} \nabla^2 + MV(g_\lambda) + H_m(g_\lambda, \phi, \Pi_\phi) \right\} \psi(g, \phi) = 0. \tag{4.87} \]

We have used the symbol \( M \) to denote \( 1^{-2} \). In (4.87) we can consider the limit of \( M \to \infty \), which would correspond to treating \( g_\lambda \)'s as "heavy" degrees of freedom and \( \phi \) as a "light" degree of freedom. In this approximation, one can look for a WKB-type solution

\[ \psi(g, \phi) = \exp \{ i M S_0(g) \} \cdot A(g) \cdot F(g, \phi). \]

\[ = F(g, \phi) \exp \{ i M S_0(q) + i S_1(g) + \mathcal{O}(M^{-1}) \}. \tag{4.88} \]

Note that \( F \) and \( S_1 \) are \( \mathcal{O}(1) \) and that \( S_1 \) is pure imaginary (since \( A \) is real). Substituting (4.88) into (4.87) and equating coefficients of \( \mathcal{O}(M) \) and \( \mathcal{O}(1) \) we get

\[ \frac{1}{2} \left( \nabla S_0 \right)^2 + V(g) = 0 \tag{4.89} \]

\[ \left[ \nabla S_0 \cdot \nabla S_1 - \frac{i}{2} \nabla^2 S_0 \right] F - i (\nabla S_0) \cdot \nabla F + \hat{H}_m F = 0 \tag{4.90} \]

(all the dot products are defined using \( G^{AB} \), e.g. \( \nabla S_0 \cdot \nabla S_1 \) is \( G^{AB} \partial_A S_0 \partial_B S_1 \) etc.). We will now rewrite these equations in a more tractable form.
We note that (4.89) involves only the gravitational modes and is just the Hamilton-Jacobi equation for pure gravity. Given any solution \( S_0(g) \) of this equation, we can obtain a vector field \( \nabla S_0 = (\delta S_0/\delta g^A) = p^A(g) \). The integral curves to this vector field will be parametrized by the propertime \( \tau \): i.e. \( p^A = (dg^A/d\tau) \). Thus we can write

\[
\frac{\partial}{\partial \tau} = \frac{\delta S_0}{\delta g^A} \cdot \frac{\partial}{\partial g^A} \ . (4.91)
\]

Using this (4.90) can be written as

\[
i \frac{\partial F}{\partial \tau} = \tilde{H}_m F + \left\{ \nabla S_0 \cdot \nabla S_1 - \frac{i}{2} \nabla^2 S_0 \right\} F \ . (4.92)
\]

Let us now define the ‘dot product’ between two functions \( f \) and \( g \) by

\[
(f, g) = \int_{-\infty}^{\infty} d\phi f^*g \ . (4.93)
\]

Since we need \( (F, F) = 1 \), it follows that \( i(F, F) \) is a real quantity. Consider the dot product of (4.92) with \( F \). We have

\[
i(F, \tilde{F}) = (\tilde{H}_m) + \left\{ \nabla S_0 \cdot \nabla S_1 - \frac{i}{2} \nabla^2 S_0 \right\} \ . (4.94)
\]

Since the matter Hamiltonian is Hermitian, \( \langle H_m \rangle \) is real; so is the left-hand side. But since \( S_1 \) is pure imaginary and \( S_0 \) is real both the terms in the curly bracket \( \{ \} \) are imaginary. Thus equating the real and imaginary part of (4.94) we get

\[
\nabla S_0 \cdot \nabla S_1 = \frac{i}{2} \nabla^2 S_0 \quad (4.95)
\]

\[
i \frac{\partial F}{\partial \tau} = \tilde{H}_m(g, \phi, \pi) F . \quad (4.96)
\]

Equations (4.89), (4.95) and (4.96) determine \( S_0, S_1 \) and \( F \) in the wave function \( \phi(g, \phi) \). In this form these equations have a simple interpretation.

We see that (4.89) and (4.95) fix the amplitude and phase (i.e. \( A = \exp{\frac{iS_1}{\hbar}} \), and \( S_0 \)) of the gravitational part of the wave function. These equations are the standard WKB equations for pure gravity. In other words, we see no “backreaction” effect of \( \phi \) on \( g_A \) at this order of approximation.

Once the geometry is determined in the WKB limit, Eq. (4.96) represents the Schrödinger equation for the field in this background geometry \( g_A \). This equation leads to what is usually called the ‘quantum field theory in curved spacetime’ limit.
4.4. Backreaction with Gaussian states

In Secs. 4.1 and 4.2, we introduced two possible approaches towards the semi-classical limit. The WKB limit was suitable when Wheeler-DeWitt equation is used and the Gaussian states turned out to be more appropriate if time-dependent Wheeler-DeWitt equation is used.

The issue of backreaction, introduced in the last section, can also be studied using Gaussian states. This will be appropriate when a clock variable is present, making Wheeler-DeWitt equation time-dependent. The analysis proceeds in a manner identical to the discussion in the last section, and hence will not be repeated here.

The results are also broadly the same. To the lowest order one obtains classical equations for the gravity and the equations for the quantum field theory in curved space-time. In general, one cannot obtain 'backreaction' from the quantum fields alone. However, there are some special situations—similar to the ones described towards the end of Sec. 4.3—in which such a backreaction is possible.

4.5. Path integrals and backreaction

It is usual to derive the 'backreaction' in a couple of lines using the path integrals: We start with the full path integral (PI):

\[ K = \int \mathcal{D}Q \mathcal{D}q \exp \left( \frac{i}{\hbar} \right) [A_0(Q) + A_1(Q, q)] \]  \hspace{1cm} (4.97)

and perform the \( q \) integration, obtaining:

\[ K = \int \mathcal{D}Q \exp \left( \frac{i}{\hbar} \right) [A_0(Q) + A_{\text{eff}}(Q)] \]  \hspace{1cm} (4.98)

where we have defined

\[ e^{iA_{\text{eff}}(Q)/\hbar} = \int \mathcal{D}q e^{iA_1(Q, q)/\hbar}. \]  \hspace{1cm} (4.99)

We now do the \( Q \)-integration in the saddle-point approximation (SPA), determining \( Q \) as a solution to

\[ \frac{\delta A_0}{\delta Q} - \frac{\delta A_{\text{eff}}}{\delta Q} = \frac{\int \mathcal{D}q \frac{\delta A_1}{\delta Q} e^{iA_1(Q, q)/\hbar}}{\int \mathcal{D}q e^{iA_1/\hbar}}. \]  \hspace{1cm} (4.100)

The right-hand side is the "backreaction". This is in fact the deviation most familiar to everybody. It is therefore necessary to look at the derivation of (4.100) closely and
compare it with our results in previous sections. We shall now address ourselves to this task.

We shall first show that the expansion in the powers of $M^{-1}$ in the path integral leads to exactly the same result as in Sec. 4.3 viz. that there is no unique backreaction. Having settled this, we will discuss under what circumstances a backreaction can be obtained.

Consider the path integral in (4.97) with the boundary conditions: $Q = Q_1$, $q = q_1$ at $t = t_1$ and $Q = Q_2$, $q = q_2$ at $t = t_2$. The action for our system is

$$A = A_0(Q) + A_1(Q, q)$$

$$= \int dt \, M \left( \frac{1}{2} \dot{Q}^2 - V(Q) \right) + \int dt \left( \frac{1}{2} q^2 - U(Q, q) \right). \quad (4.101)$$

Performing the $q$-integration in (4.97), we get

$$K(Q_2, q_2; Q_1, q_1) = \int KQ \exp \left( \frac{i}{\hbar} M \int dt \left( \frac{1}{2} \dot{Q}^2 - V(Q) \right) \right) \delta(q_2; q_1) \mid Q_2. \quad (4.102)$$

We want to evaluate this expression in the limit $M \to \infty$. The phase of $\langle \delta | e^{i\theta_{\hbar}/\hbar} \rangle$ oscillates rapidly as $M \to \infty$ while the amplitude $\delta$ (which is of $O(1)$) varies slowly. Clearly a saddlepoint approximation will pick the solution $Q = \bar{Q}$ so that

$$\left[ \frac{\delta A_0}{\delta Q} \right]_{Q=\bar{Q}} = 0 \quad \text{i.e.} \quad \ddot{\bar{Q}} + V'(\bar{Q}) = 0. \quad (4.103)$$

In this ($M \to \infty$) limit the Kernel is

$$K(Q_2, q_2, t_2; Q_1, q_1, t_1) = N \left( \frac{\partial^2 A_0}{\partial Q_1 \partial Q_2} \right)^{-1/2} \exp \left( \frac{i}{\hbar} \bar{A}_0(\bar{Q}) \right) \delta(q_2; q_1) \mid Q_2.$$

$$= \begin{cases} \text{saddle-point propagator for} \\ \{ Q \text{ ignoring } q \} \end{cases}$$

$$\times \begin{cases} \text{amplitude to go from} \\ \{ (q_1, t_1) \text{ to } (q_2, t_2) \text{ in a} \\ \text{background } \bar{Q} \} \end{cases}. \quad (4.104)$$

This result corresponds to Eqs. (4.71) and (4.75) of Sec. 4.3. The propagator $\delta(q_2; q_1) \mid Q$ is equivalent to the Schrödinger equation in a background potential $U(Q, q)$; it can be shown that:

(a) the saddlepoint Kernel for $Q$ is exactly the one we will obtain from the WKB wavefunctions, and
(b) this Kernel propagates the WKB wavefunctions to WKB wavefunctions. (This is a standard result; see e.g. Ref. 35.)

The phase ambiguity encountered in Sec. 4.3 also has a simple interpretation in terms of Kernels. Suppose we rewrite (4.104) introducing \( \phi = e^{iR}e^{-iR} \). If we redefine \( \mathcal{G} \) as 
\[ (\mathcal{G}e^{-iR}) = \mathcal{G} \]
and combine \((iA_0/\hbar)\) and \(iR\) we will reach the situation with an \( \mathcal{O}(1) \) phase; 
\( \mathcal{G} \) will satisfy a modified Schrödinger equation and \( iR \) term will give a "backreaction" to \( A_0 \). It is quite clear that this term is spurious unless supplemented by some other argument.

We now ask the question: When does the PI give a 'backreaction'?

The natural temptation to write the PI in (4.102) as

\[
\exp \frac{i}{\hbar} \{ A_0(\mathcal{Q}) - i\hbar \ln \mathcal{G}(q_2t_2, q_1t_1 | \mathcal{Q}) \}
\]

(4.105)

and do a saddlepoint-integration on the whole phase must be resisted if we are interested in the strict \( M \to \infty \) limit. To see this point clearly consider the ordinary integral

\[
I = \int_{-\infty}^{+\infty} dx g(x)e^{iMf(x)}
\]

(4.106)

in the limit of \( M \to \infty \). We fix the saddlepoint \( x = x_0 \) by obtaining the stationary point for the phase, at which

\[
f'(x_0) = 0
\]

(4.107)

and evaluate the integral as

\[
I \approx g(x_0)e^{iMf(x_0)} \left[ \frac{2\pi i}{f''(x_0)} \right]^{1/2}
\]

(4.108)

Instead, if we write \( I \) as

\[
I = \int_{-\infty}^{+\infty} dx \ e^{iMf(x) - i\ln g(x)}
\]

(4.109)

and treat the whole phase as stationary we would have obtained:

\[
I \equiv g(x_1) e^{iMf(x_1)} \left[ \frac{2\pi i}{f''(x_1) - \frac{i}{M} \left( \frac{g'}{g} \right)'_x} \right]^{1/2}
\]

(4.110)

where \( x_1 \) is the solution to

\[
f'(x_1) = \frac{i}{M} \frac{g'(x_1)}{g(x_1)}
\]

(4.111)
The right-hand side of (4.111) represents the "backreaction" of $g$ on $f$. If we are interested in the strict $M \to \infty$ limit, (4.108) is the right result and (4.111) is wrong. The fact that the phase is $\mathcal{O}(M)$ while the amplitude is $\mathcal{O}(1)$ uniquely fixes the form of the exponential. For the same reason (4.102) is correct and (4.105) is wrong.

Let us now consider a different integral:

$$I_1 = \int_{-\infty}^{+\infty} dx g(x, \epsilon) \exp \left( \frac{M}{\epsilon} f(x) \right)$$  (4.112)

where we have introduced an extra parameter $\epsilon$. Suppose we want to evaluate $I_1$ in the limit of $\epsilon \to 0$. To do this we need to know the behavior of $g(x, \epsilon)$ as $\epsilon \to 0$. Suppose $g$ is analytic near $\epsilon = 0$. Then we can again calculate $I_1$ by the saddlepoint. Since the $\epsilon \to 0$ limit is identical to the $M \to \infty$ limit, as far as the phase is concerned, we get the same saddlepoint as in (4.107).

A more interesting case is when $g(x, \epsilon)$ has the expansion:

$$g(x, \epsilon) = e^{ig_0(x)/\epsilon} \left( 1 + \epsilon g_1(x) + \cdots \right)$$  (4.113)

near $\epsilon = 0$. Equivalently

$$\ln g(x, \epsilon) = \frac{i g_0(x)}{\epsilon} + O(\epsilon).$$  (4.114)

So that to the leading order, $\ln g$ is $O(\epsilon^{-1})$. Here we must write $I_1$ as

$$I_1 = \int_{-\infty}^{+\infty} dx \exp \left( \frac{i}{\epsilon} \left( Mf(x) + g_0(x) \right) \right)$$  (4.115)

and the saddle-point (for $\epsilon \to 0$) is at $x = x_1$ where

$$f'(x_1) = -\frac{1}{M} g_0'(x_1) = -\frac{i \epsilon}{M} \frac{g'(x_1)}{g(x_1)}.$$  (4.116)

This is identical to (4.111) when $\epsilon = 1$, and represents a backreaction. Note that this evaluation is correct in the $\epsilon \to 0$ limit irrespective of the value of $M$. Similarly (4.108) is correct in the $M \to \infty$ limit irrespective of the value of $\epsilon$. These two correspond to different approximations.

The connection between the above example and the $Q-q$ system should be clear. The $\hbar$ plays the role of $\epsilon$. We do know that $\langle q_2 | q_1 | Q \rangle$ has an expansion in $\hbar$ with a leading term $O(\exp iF/\hbar)$ near $\hbar \to 0$. Writing $\langle Q \rangle$ as

$$\langle Q \rangle = D \exp \frac{i}{\hbar} \theta$$  (4.117)
our part integral in (4.102) becomes

$$K(Q; Q_1, Q_2; q_1, q_2, t_1, t_2) = \oint \; DQ \; e^{i\tilde{Q}A_0 + \tilde{Q}D}.$$  \hspace{1cm} (4.118)

If we evaluate $K$ for $M \to \infty$ limit, then $(D e^{i\theta/\hbar})$—which is $O(\hbar^0) = 1$—acts as an amplitude and we get (4.104). However, if we evaluate $K$ in the $\hbar \to 0$ limit, we obtain the equations

$$\frac{\delta A_0}{\delta Q} = -\frac{\delta \theta}{\delta Q}.$$  \hspace{1cm} (4.119)

We seem to have got a backreaction in (4.119) but this is not what we want. The trouble is that this is just the classical equation for $Q - q$ system! Note that $\theta$ is independent of $\hbar$, so we have not obtained a quantum backreaction. This is precisely the situation we will have in a classical theory itself.

To get a quantum backreaction we have to calculate higher orders in $\hbar$. Can’t we just calculate to $O(\hbar)$ in (4.118) and use it in (4.119)? In fact we can, and it is often done. Since $D$ has an expansion in $\hbar$ as $(D_0 + \hbar D_1 + \cdots)$ we can incorporate $O(\hbar)$ terms in (4.118) by a saddlepoint integration which includes $D$. There are, however, two problems with this approach.

The first one is purely technical. As it stands, $\theta$ depends on the end-points $q_1$ and $q_2$ of $q$. We have to do something about this if our backreaction has to be independent of the boundary conditions on $q$. This is related to the correspondence between expectation values and path integral averages. We refer the reader to original literature for this aspect.

The more important conceptual point is the following. We are actually trying to evaluate the $A_{eff}$ of (4.99) in a series expansion in $\hbar$ with the leading term being $\theta$. This calculation requires an expansion of $q$ around some classical value and some assumption regarding the smallness of the fluctuations. But if we do a similar analysis on $A_{eff}(Q)$ we will pick up $O(\hbar)$ correction from the quantum fluctuations of $Q$. It is conceptually inconsistent to ignore these while retaining the $O(\hbar)$ terms from $q$. Since the $O(\hbar)$ effective action contains an effective potential

$$V_{total, eff} = \frac{1}{2} \hbar \left[ \left( \frac{\partial^2 V}{\partial Q^2} \right)^{1/2} + \left( \frac{\partial^2 U}{\partial q^2} \right)^{1/2} \right]$$  \hspace{1cm} (4.120)

it is clear that both $U$ and $V$ contribute in the $O(\hbar)$. It is—in general—inconsistent to include one and ignore the other.

4.6. Critique of semi-classical gravity

We saw in Sec. 3 that the full fledged quantum gravity poses severe interpretational problems, especially as regards the question of time. In the last few sections we described semi-classical gravity in which these problems seem to have been amicably resolved. We
would like to dispel this illusion and caution the reader about the assumptions which have
gone under the rug.

To begin with, consider the case of pure gravity. The Wheeler-DeWitt equation uses
the operator $\nabla^2$ which has second derivatives with respect to all the basic variables. The
Wheeler-DeWitt equation is a real equation because there is no $i\psi$ term on the right-hand
side. No positive definite conserved probability can be defined for such equations. It is
mathematically impossible to obtain from this equation an approximate equation which is:

(a) First order in some chosen intrinsic time variable and
(b) has an exactly conserved probability. Even if we achieve (a), we cannot achieve
(b) except as an approximation.

The situation is no better when the matter fields are present. All known forms of matter
Hamiltonian are quadratic in their canonical momenta. The Wheeler-DeWitt equation
including the matter fields will also be a second order differential equation in both the
gravitational and matter variables. What is more, it will be a real equation (it would
correspond to the $E = 0$ situation in our toy model in (4.8)). Once again we do not have
any positive definite, conserved probability.

From such an equation, we obtain an approximate Schrödinger equation in Sec. 4.1.
This approximate equation was complex and had a conserved probability. However, in
order to obtain this we had made a specific ansatz for the WKB wave-function describing
gravity. Since the Hamilton-Jacobi equation is quadratic in the classical action (when
$E = 0$) the phase of the WKB function can have either sign. Thus the general solution to
the WKB equation will be a linear superposition of two complex conjugate solution. In
Secs. 4.1 and 4.3 we explicitly chose one of these branches and threw away the other.
This choice is motivated and dictated by the fact that we want the Wigner function to be
paked on a unique trajectory. It is this assumption which allowed us to obtain a
Schrödinger equation with a $i\psi/\delta t$ term. While this may be justifiable, it definitely
shows that a very special choice has been made in the solution to the WKB equation.

Since the exact equation does not have a conserved positive definite probability, our
approximate Schrödinger equation will produce one such, only to some order in the
expansion parameter. The situation here is mathematically similar to the procedure by
which the nonrelativistic Schrödinger equation is derived from the Klein-Gordon
equation. There are situations like Klein's paradox in which probability conservation is
badly violated. In a similar way exact quantum gravity model will violate the approximate
probability conservation (and unitarity) present in our semi-classical limits. In the case of
Klein-Gordon equation, we do know how to quantize this system correctly and obtain a
probability interpretation. We lack this luxury in the case of quantum gravity and hence it
is difficult to decide how serious is the breakdown of unitarity.

5. Examples from Mini-superspace

The last two sections we introduced several techniques relevant to the study of the
quantum gravity. In Sec. 5, we will illustrate these techniques in some specific contexts.
Since we have no way of handling the full functional Schrödinger equation, the specific
examples have to be necessarily based on minisuperspace models.
5.1. Wheeler-DeWitt equation and quantum stationary geometries

In Sec. 3.2, we introduced the Wheeler-DeWitt equation for the quantum gravity. The simplest 3-space geometry to which this equation can be applied is that of a closed 3-sphere:

$$\text{d}l^2 = a^2(t)R^2(d\chi^2 + \sin^2 \chi(d\theta^2 + \sin^2 \theta d\phi^2)).$$  \hspace{1cm} (5.1)

The radius of the 3-sphere is taken to be \(a(t)R\) where \(a(t)\) is the dimensionless dynamical variable and \(R\) is the scaled length. The gravitational action for the mode \(a(t)\) will be

$$A = \frac{1}{l^2} \int dt(2\pi^2R^3) \left( -\frac{1}{2} \frac{1}{a^2} \frac{a^2}{R^2} \right); \quad l^2 = \frac{4\pi G}{3}. \hspace{1cm} (5.2)$$

This corresponds to the classical Hamiltonian

$$H = -\left\{ -\left( \frac{l^2}{2\pi^2R^3} \right) \frac{1}{2} \frac{p^2}{a^2} + \frac{2\pi^2R^3}{l^2} a \right\}. \hspace{1cm} (5.3)$$

Classically, the Hamiltonian constraint \(H = 0\) leads to the condition:

$$\frac{1}{2} \frac{p^2}{a^2} + \left( \frac{2\pi^2R^3}{l^2} \right)^2 a = 0 \hspace{1cm} (5.4)$$

which is impossible to satisfy (all the terms in (5.4) have the same sign). Empty, closed, Friedmann universes do not exist classically.

Quantum mechanically, the Schrödinger equation corresponding to (5.3) can be written down, if the factor ordering between \(p^2\) and \(a^{-1}\) is decided. A somewhat general approach will be to write \(a^{-1}p\) as \((a^{-n}pa^{-n^{-1}}p)\) and then substitute \((p = -i\partial/\partial a)\). This gives:

$$\frac{1}{a^n} \frac{d}{da} \left( a^{n-1} \frac{\partial \psi}{\partial a} \right) = \lambda^2 a \psi; \quad \lambda^2 = 2 \left( \frac{2\pi^2R^3}{l^2} \right)^2. \hspace{1cm} (5.5)$$

When \(n = 1\), this is the Schrödinger equation for a harmonic oscillator with energy \(E = 0\). We know that no normalizable solutions exist if we take the range \((-\infty, +\infty)\) for \(a\). However, if we take the range of \(a\) to be \((0, \infty)\) the following solution exists:

$$\psi(a) = Na^{1/2}K_{1/4} \left( \frac{\lambda}{2} a^2 \right) \hspace{1cm} (5.6)$$

where \(K\) is the imaginary Bessel function. For large \(a\), the dominant behavior is as \(\exp(-\frac{1}{2}a^2)\). This shows that \(\psi\) is vanishingly small for \(Ra \approx l\). Qualitatively similar results are obtained for other values of \(n\) (for example, with \(n = 2\), the normalizable solution is proportional to \(K_{0}(\frac{1}{2}a^2)\)). This \(\psi\) is concentrated around 3-geometries with sizes of the order of Planck length.
It is hard to give any physical meaning to a universe which is devoid of matter and has planck dimensions. It is usually speculated that these structures have some connection with the 'space-time foam'. We shall not pause to interpret these solutions.

The situation is quite different if there exists some form of 'matter-clock' or internal time. In these cases we will be working with the time dependent Wheeler-Dewitt equation:

$$i \frac{\partial \psi}{\partial \tau} = H\psi = -\frac{\hbar^2}{2\pi^2 R^3} \left\{ \frac{1}{2a^n} \frac{\partial}{\partial a} \left( a^{n-1} \frac{\partial \psi}{\partial a} \right) + \frac{\lambda^2}{2} a \psi \right\}. \quad (5.7)$$

The solutions to this equation can be analyzed in terms of 'stationary states' in which \( \psi \) can be separated as:

$$\psi(a, \tau) = e^{iE\tau} g_E(a).$$

The functions \( g_E(a) \) satisfy the equation

$$\frac{1}{a^n} \left[ \frac{d}{da} \left( a^{n-1} \frac{dg}{da} \right) \right] + \lambda^2 ag = E g; \quad E = \frac{2\pi^2 R^3}{\hbar^2} \omega. \quad (5.8)$$

For the sake of simplicity, let us take \( n = 1 \). Then (5.9) can be transformed to

$$-\frac{d^2g}{dx^2} + \lambda^2 x^2 g = \frac{E^2}{4\lambda^2} g. \quad (5.9)$$

where \( x = (a - E/2\lambda^2) \). The properly normalized solutions to this harmonic oscillator equation are characterized by an integer \( n \). (We now take both \( x \) and \( a \) in the range \((-\infty, +\infty)\).) In the \( n \)th quantum state we have:

$$E^2 = 8\lambda^3 \left( n + \frac{1}{2} \right); \quad \langle n|a|n \rangle = \frac{\sqrt{2}}{\lambda} \left( n + \frac{1}{2} \right)^{1/2}; \quad \langle n|a^2|n \rangle = \frac{3}{\lambda} \left( n + \frac{1}{2} \right).$$

The spacetime geometry corresponding to this quantum state is described by the 3-metric

$$\langle dl^2 \rangle = \frac{3R^2}{\lambda} \left( n + \frac{1}{2} \right) \{d\chi^2 + \sin^2 \chi(d\theta^2 + \sin^2 \theta d\phi^2)\}$$

$$= \frac{3\sqrt{2}}{8\pi^2} \left( n + \frac{1}{2} \right) \{d\chi^2 + \sin^2 \chi(d\theta^2 + \sin^2 \theta d\phi^2)\}. \quad (5.10)$$

The class of such geometries parametrized by the integer \( n \) may be called the 'quantum stationary geometries' (QSG) for this particular mini-superspace. Similar structures exist for all mini-superspace models and have been analyzed in detail in the literature. Notice that the 'ground state' for this system has the r.m.s. size of (Planck length)$^2$.
We can easily construct the classical limit of our system by using either the Gaussian states or the WKB states. From (5.9) it follows that $x$ will behave as an oscillator with frequency $\omega$ and energy $(E^2/8\lambda^3)$. The classical limit can be worked out from this. We easily find that the classical trajectory is given by

$$a^2 + \frac{1}{R^2} = \frac{l^2}{\pi^2 R^3} \frac{\omega}{a}$$

or, equivalently by,

$$\frac{a^2 + R^{-2}}{a^2} = 2l^2 \left( \frac{\omega}{2\pi^2 R^3 a^3} \right).$$  \hspace{1cm} (5.11)

This is the classical (Einstein's) equation for a dust filled, closed universe with energy $\omega$. The geometry described by (5.11) is singular. (It has a 'big bang' and 'big crunch'.) The QSG's described in (5.10) avoid this singularity due to the lower bound at Planck length. This feature is even more transparent if we use a Gaussian state to describe the semi-classical limit. It can be shown that, in such a Gaussian state,

$$\langle a^2(t) \rangle = a_{\text{classical}}^2(t) + \frac{3\sqrt{2}}{16\pi^2} \frac{l^2}{R^2}$$  \hspace{1cm} (5.12)

where $a_{\text{classical}}^2(t)$ is the singular solution to (5.11). This Gaussian state describes the space-time metric:

$$\langle dt^2 \rangle = \left( R^2 a_{\text{classical}}^2(t) + \frac{3\sqrt{2}}{16\pi^2} l^2 \right) \left( dx^2 + \sin^2 \chi (d\theta^2 + \sin^2 \theta d\phi^2) \right)$$  \hspace{1cm} (5.13)

which is also nonsingular.

The results discussed above turn out to be generic. QSG's exist for a wide variety of mini-superspace models. All such QSG's are singularity free and have a Planck size lower length cut-off. As a bonus, we see that the model in (5.13) is also devoid of cosmological horizons.

Similar conclusions are reached if we treat the overall conformal factor of the space-time metric as a quantum variable, that is, if we consider the class of all space-times described by the line element:

$$ds^2 = \Omega^2(t)(dt^2 - R^2(dx^2 + \sin^2 \chi(d\theta^2 + \sin^2 \theta d\phi^2)))$$

and quantize $\Omega(t)$. This procedure is equivalent to quantizing the 3-geometries described by (5.1) in the 'gauge' $N = a$. Since we expect the theory to be indifferent (except as regards factor ordering) to the choice of $N$, it is not surprising that the results are similar.

The above connection also stresses the fact that $\Omega$ in (5.17) and $a$ in (5.1) enjoy the same physical status. Each is as physical as the other, and differ only by a gauge choice. (Statements in literature, that $\Omega$ is not a 'physical' degree of freedom, are incorrect.)
The results (5.10) and (5.13) indicate that the Planck length sets a lower bound on the proper size of the quantum universe. This is indeed true: Planck length can be interpreted as a 'zero-point length' to space-time. The reader is referred to the original literature for discussion of this result and its consequences.\[40\]

5.2. Mini-superspace of conformally constant three geometries

In quantizing the Friedmann models described by (5.1), we are actually quantizing the overall scale of the 3-geometry described by $a$. In the above analysis, we have assumed this scale factor to be independent of the spatial coordinates and dependent only on time. It is possible to relax this assumption and consider space-dependent conformal factors.

Consider a class of 3-geometries which are conformally related to some constant, compact 3-manifold with positive curvature. The 3-metric for these geometries can be taken to be

$$\tilde{g}_{\alpha\beta}(\xi, t) = \Omega^2(\xi, t) g_{\alpha\beta}$$

where $\Omega$ is the dynamical variable and $g_{\alpha\beta}$ is some, given, constant 3-metric on a compact 3-manifold. Note that we are allowing explicit spatial dependence for $\Omega$, which is an improvement over conventional mini-superspace models.

The action which describes the dynamics of $\Omega$ can be easily computed from (2.47) or (2.53). We will need the formula

$$\dot{\Omega} = \Omega^{-2} R - 2(n - 1) \Omega^{-3} \Omega_{\alpha\beta} g^{\alpha\beta} - (n - 1)(n - 4) \Omega^{-4} \Omega_{\alpha} \Omega_{\beta} g^{\alpha\beta}$$

which connects the Ricci scalars of $\tilde{g}_{\alpha\beta}$ and $g_{\alpha\beta}$ in $n$-dimensions. Using this, and the fact that $\sqrt{\tilde{g}} = \Omega^{3/2} g$, we can write (2.47) as:

$$S = \frac{1}{16\pi G} \int dt d^3\xi \sqrt{\tilde{g}} N \Omega^3 \left\{ - \frac{6\Omega^2}{\Omega^2 N} - \frac{4}{3} \square \Omega + \frac{2}{\Omega} \Omega^{\alpha} \partial_{\alpha} \Omega + \frac{R}{\Omega^2} \right\}.$$

For the sake of future convenience we have also included the 'lapse factor' $N(\xi, t)$, by replacing 'dt' in (2.47) by 'Ndt'. After some simple rearrangement and integration by parts, $S$ can be written as

$$S = \frac{1}{16\pi G} \int dt d^3\xi \sqrt{g} \left\{ - \frac{6\Omega^2}{N} + 4\Omega^{\alpha} N_{\alpha} + \frac{N}{\Omega} \right\} \Omega^{\alpha} \Omega_{\alpha} + R N \}.$$ (5.14)

To proceed further we have to fix the gauge by choosing $N(\xi, t)$. The conventional choice is $N = 1$. Then $S$ becomes

$$S = \frac{1}{\ell^2} \int dt d^3\xi \sqrt{g} \left\{ - \frac{1}{2} \Omega \dot{\Omega}^2 + \frac{1}{6} \Omega^{-1} \Omega^{\alpha} \Omega_{\alpha} + \frac{1}{12} R \Omega \right\}; \quad \ell^2 = \frac{4\pi G}{3}$$

leading to the Hamiltonian
\[ H = \int d^3x \sqrt{g} \left\{ -\frac{l^2}{2\Omega} \pi^2 - \frac{1}{l^2} \left( \frac{1}{6} \Omega^{-1} \cdot \Omega_{,\alpha} + \frac{1}{12} R \Omega \right) \right\}. \]

The Wheeler-DeWitt equation for the \( \Omega \)-mode can be written, if we choose a factor ordering for the \( \Omega^{-1} \pi^2 \) term. We will make the choice that \( (\Omega^{-1} \pi^2) \) should go over to \( (\hat{\pi}^2 \hat{\Omega}^{-1})_{\text{quantum}} \). Then Wheeler-DeWitt equation will be:

\[
\int d^3x \sqrt{g} \left\{ + \frac{l^2}{2} \frac{\delta^2}{\delta \Omega^2} - \frac{1}{l^2} \left( \frac{1}{6} \Omega \cdot \Omega_{,\alpha} + \frac{1}{12} R \Omega \right) + \Omega \hat{H}_{\text{matter}} \right\} \frac{\psi(\Omega, \phi)}{\Omega} = 0 \tag{5.15}
\]

where \( \hat{H}_{\text{matter}} \) is the matter Hamiltonian.

The crucial point to note here is that the gravitational part of Wheeler-DeWitt equation is a quadratic functional of \( \Omega \). Substituting \( \phi \Omega^{-1} = F(\Omega) \) and setting \( H_m = 0 \), we get the pure-gravity part:

\[
\int d^3x \left\{ - \frac{l^2}{2} \frac{\delta^2}{\delta \Omega^2} + \frac{1}{l^2} \left( \frac{1}{6} \Omega \cdot \Omega_{,\alpha} + \frac{1}{12} R \Omega \right) \right\} F(\Omega) = 0. \tag{5.16}
\]

Instead of \( \Omega \), let us use the variable \( \phi \) defined as \( \phi^2 = (\sqrt{3}/2)^{-1} \Omega^2 \). Then (5.16) becomes:

\[
\int d^3x \sqrt{g} \left\{ - \frac{1}{2} \frac{\delta^2}{\delta \phi^2} + \frac{1}{2} \phi \cdot \phi_{,\alpha} + \frac{1}{4} \frac{R}{\sqrt{3}} \phi^2 \right\} F(\phi) = 0.
\]

This is precisely the functional Schrödinger equation for a free scalar field with mass \( (2/\sqrt{3})^{-1/2} R^{1/2} \). We could have obtained the same equation starting with the Lagrangian density

\[ L = \frac{1}{2} \phi^2 - \frac{1}{2} \phi_{,\alpha} \phi_{,\alpha} - \frac{R}{2\sqrt{3}} \phi^2. \]

Thus there is a formal similarity between a free massive scalar field and the conformal mode.

A different gauge choice for \( N \) makes this conclusion more apparent. If we take \( N = \Omega \), (5.14) becomes

\[
S = \frac{1}{l^2} \int dt d^3x \sqrt{g} \left\{ - \frac{1}{2} \hat{\Omega}^2 + \frac{1}{2} \Omega \cdot \Omega_{,\alpha} + \frac{1}{12} R \Omega^2 \right\}. \tag{5.17}
\]

With this choice, there is no factor ordering problem at all! (which is one definite reason to favor this gauge choice). Expression (5.17) is clearly the action for a free scalar field \( \Omega \) with mass \( (1/6 R)^{1/2} \). The two gauge choices change the coefficients of \( \Omega^2 \) term in \( S \); but except for this difference, the structure of the theory remains the same.

The quantum gravitational models based on (5.17) are studied in detail in the literature, treating the conformal factor as a perturbation around a background. (To
quantize $\Omega(\chi, t)$ exactly, we need to tackle the momentum constraints as well; these are either too difficult or uninterestingly trivial.) The results are in agreement with the conclusions reached earlier in Sec. 5.1.

5.3. Semi-classical limit: examples and issues

In Sec. 4, we discussed several approaches to semi-classical gravity. We shall now discuss the application of these concepts using a simple mini-superspace model. This will also give us an opportunity to bring some of the criticism raised against the semi-classical models in Sec. 4 into sharper focus.

The model we take up is that of a massless, homogeneous scalar field $\phi$, in a closed Friedmann universe. The total Hamiltonian for our system is

$$
H = -\left\{ \frac{l^2}{2\pi^2 R^2} \frac{1}{2} \frac{p^2}{a} + \frac{2\pi^2 R}{\beta^2} a^2 \right\} + \frac{1}{(2\pi^2)^2} \frac{1}{2} \frac{p_{\phi}^2}{a^3} 
$$

(5.18)

where $p_\phi$ is the momentum conjugate to the scalar field $\phi$. The classical constraint equation, added to the Hamilton's equation for $\phi$ implies the trajectories $a = a(t)$, $\phi = \phi(t)$, where:

$$
\dot{a}^2 = \frac{k}{l^2} = \text{constant}; \quad a^2 + R^{-2} = l^2 a^2 \phi^2.
$$

(5.19)

This is equivalent to a relation $\phi = \phi(a)$ between $\phi$ and $a$ where:

$$
\dot{a} \left( \frac{d\phi}{da} \right) = \pm \frac{1}{a} \frac{k(R/l)}{\sqrt{k^2 R^2 l^{-1} - a^4}}.
$$

(5.20)

Integrating, we get:

$$
\phi = \pm \frac{1}{2} \cosh^{-1} \left( \frac{kR}{la^2} \right)
$$

(5.21)

which connects the classical scalar field $\phi$ to the expansion factor of the universe.

The quantum physics of this system is based on the Wheeler-DeWitt equation:

$$
\frac{l^2}{a^n} \frac{\partial}{\partial a} \left( a^{n-1} \frac{\partial \psi}{\partial a} \right) - \frac{1}{a^3} \frac{\partial^2 \psi}{\partial \phi^2} = l^2 \hbar^2 a^2 \psi.
$$

(5.22)

Exact solutions to this equation can be written down for several choices of $n$. For example, let us consider the $n = 2$ case for which the Wheeler-DeWitt equation has an invariant $\nabla^2$-operator. With this choice, the normalizable solutions to (5.22) are of the form:
\[ \psi(\phi, a) = Ne^{-i\phi} \cdot K_\mu \left( \frac{1}{2} \lambda a^2 \right) \] (5.23)

where \( \mu = (i\nu/2l) \) and \( K_\mu \) is the MacDonald function. (One can, of course, superpose solutions with different values for \( \nu \).) For large values of the argument, the MacDonald function \( K \) is real, and goes as:

\[ K_\mu(z) \approx \frac{1}{2} \sqrt{\frac{\pi}{2}} \exp \left( -\frac{\pi \mu}{2} \right) (\sqrt{\frac{\mu}{2}} z)^{-1/4} \cos \left( \theta \cosh^{-1} \left( \frac{\theta}{z} \right) - \sqrt{\theta^2 - z^2 - \frac{\pi}{4}} \right). \] (5.24)

Let us now look at the semi-classical limit to (5.22), obtained in the limit of \( (l^2 \to 0) \). We rewrite it (5.22)—with \( n = 2 \)—as

\[ \frac{1}{2} l^2 a \frac{\partial}{\partial a} \left( a \frac{\partial \psi}{\partial a} \right) - \frac{(2\pi^2 R^2)^2}{l^2} a^4 \psi - \frac{1}{2} \frac{\partial^2 \psi}{\partial \phi^2} = 0 \] (5.25)

and try out the usual ansatz:

\[ \psi(a, \phi) = \frac{F(a, \phi)}{\sqrt{S^2 \exp(i l^{-2} S(a))}}. \] (5.26)

Equating the coefficients of equal powers of \( l^2 \) we get

\[ \frac{1}{2} l^{-2} a^2 \left( \frac{dS}{da} \right)^2 - \frac{(2\pi^2 R^2)^2}{l^2} a^4 = 0 \] (5.27)

\[ -ia^2 S'(a) \frac{\partial F}{\partial a} = \frac{1}{2} \frac{\partial^2 F}{\partial \phi^2} = i \frac{\partial F}{\partial \phi}. \] (5.28)

These equations offer valuable insights into the nature of our semi-classical approximation and the issue of back reaction.

To begin with, note that the ansatz in (5.26) has the effect of producing a complex Eq. (5.28) out of a real Eq. (5.25). This is required if we want to interpret (5.28) as "quantum field theory in curved space-time"; this point was discussed earlier in Sec. (4.6).

We can recast (5.27) into the form:

\[ \frac{1}{2} \frac{p^2}{a} + \left( \frac{2\pi^2 R^2}{l^2} \right)^2 a = 0 \] (5.29)

by defining the momentum \( p \) as the derivative of the WKB phase: \( p(a) = l^{-2} S'(a) \). This definition is in accordance with our rule that "the WKB phase shall be the classical action". Indeed, we see that (5.29) is the same as (5.4)—the constraint equation for the
closed empty universe. The trouble, of course, is that (5.29)—or (5.27)—has no real solutions for $S$ or $p$. The reason for this difficulty is also obvious: Our model contains only a scalar field and gravity. The semi-classical prescription which we are using (viz. $G \to 0$) suppresses the action of $\phi$ on $a$. Thus, in the semi-classical limit, our universe becomes sourceless.

People have different views on how this situation should be interpreted. One possibility, of course is to go ahead and solve (5.27) obtaining an imaginary $S$:

$$l^{-2}S(a) = \frac{i}{2} \lambda a^2.$$  \hspace{1cm} (5.30)

This will give a WKB wave function for $a$ which is a decreasing exponential. It is usual to consider this solution as indicating the “origin of universe by tunnelling” from “nothing”.\(^4\) With this solution for $S$, the left-hand side of (5.28) loses its complex character, or equivalently, “time” becomes imaginary. There have been attempts in literature to treat this as origin of “temperature”.\(^4\) At present it is difficult to judge whether these attempts are mere mathematical curiosities or contain some profound physical principle.

The semi-classical limit in (5.26) is tailor made to produce a situation in which gravity is classical and $\phi$ is quantum mechanical. Instead of taking this limit ($\Omega^2 \to 0$, $\hbar = \text{constant}$) we could have taken the classical limit of the full Eq. (5.22). This will lead to the WKB wavefunction in both $a$ and $\phi$ of the form

$$\psi(a, \phi) = \frac{N}{\sqrt{S_0}} \exp \left\{ \frac{i}{\hbar} S_0(a, \phi) \right\}.$$  \hspace{1cm} (5.31)

where $S_0(a, \phi)$ satisfies the equation

$$-\frac{1}{2} l^2 a^2 \left( \frac{\partial S_0}{\partial a} \right)^2 - \frac{(2\pi^2 R^2)^2}{l^2} a^4 = -\frac{1}{2} \left( \frac{\partial S_0}{\partial \phi} \right)^2.$$  \hspace{1cm} (5.32)

On identifying $(\partial S_0/\partial a)$ and $(\partial S_0/\partial \phi)$ with $p$ and $p_\phi$ we find that this equation is identical to “$H = 0$”, where $H$ is given by (5.18). The same WKB limit can also be obtained by using (5.24) in (5.23) and identifying the phase. Thus the full classical limit ($\hbar \to 0$) poses no difficulties at all. Solutions with scalar field as the source exist.

The above discussion stresses, in an explicit manner, some of the observations made in Sec. 4. If we treat the quantum nature of both $\phi$ and $a$ at the same footing, then we obtain the classical limit without any difficulty. Troubles arise only when we take ($l^2 \to 0$) limit and treat gravity as classical, keeping $\phi$ quantum mechanical.

Lastly, we can use this model to study the issue of “backreaction” as well. To do this we have to look for a phase factor in $F$ which can be combined with the WKB phase of (5.26). Fortunately, Eq. (5.28) can be solved exactly. We get the general solution as the superposition
\[ F(\phi, a) = \int_{-\infty}^{+\infty} dk A(k) \exp \left\{ ik\phi + \frac{i k^2}{2} \int \frac{da}{a^2 S'(a)} \right\}. \quad (5.33) \]

To understand the effects of \( \mathcal{O}(1) \) "backreaction" we will consider two extreme kinds of superpositions in (5.33). As a first example, let us consider a plane wave with \( A(k) = \delta(k - k_0) \). Then the complete wavefunction is:

\[ \psi(a, \phi) = \exp \left[ il^{-2} S(a) + \frac{k_0^2}{2} \int \frac{da}{a^2 S'} \right] \cdot e^{ik_0 \phi}. \quad (5.34) \]

The total, \( \phi \)-independent phase of the wavefunction—to \( \mathcal{O}(1) \), is

\[ l^{-2} S_r = l^{-2} S(a) + \frac{k_0^2}{2} \int \frac{da}{a^2 S'}. \]

According to our "rule", we will identify \( S_r \) as the semi-classical action. Since we know that \( S(a) \) satisfies Eq. (5.27), it is easy to derive the equation satisfied by \( S_r \). We have

\[ l^{-4} S_r^2(a) = \left[ l^{-2} S_r' - \frac{k_0^2}{2} \frac{1}{a^2 S'} \right]^2 \]

\[ = l^{-4} S_r'^2 - l^{-2} k_0^2 \frac{S_r'}{a^2 S'} + \mathcal{O}(1). \]

In the second term, we can replace \( a^2 S' \) by \( a^2 S' \) to the same order of accuracy. Doing this and substituting into (5.27) we get

\[ -\frac{1}{2} l^{-2} a^2 \left\{ S_r'^2 - \frac{l^2 k_0^2}{a^2} \right\} - \frac{(2\pi^2 R_0^2)^2}{l^2} a^4 = 0. \quad (5.35) \]

Or

\[ l^{-4} (S_r')^2 + \lambda^2 a^2 = k_0^2 l^{-2} \frac{1}{a^2}. \quad (5.36) \]

This is the 'Hamilton-Jacobi equation' for \( S_r \). This equation implies a source term to the Einstein's equation arising from the right-hand side. In fact, (5.36) in equivalent to the equation

\[ \left( \frac{2\pi^2 R_0^3}{l^2} a^2 \right)^2 + \left( \frac{2\pi^2 R_0^2}{l^2} \right)^2 a^2 = \frac{k_0^2}{l^2} \frac{1}{a^2}. \quad (5.37) \]

which is the same as,
\[ \frac{\ddot{a} + \frac{R^{-2}}{a^2}}{a^2} = \frac{\ell^2}{(2\pi^2 R^3)^2} \frac{k_0^2}{a^6} = \frac{8\pi G}{3} \left( \frac{1}{2} \phi^2 \right) \]  

(5.38)

where we have used the fact \( k_0^2 = \langle p_\phi^2 \rangle = (2\pi^2 R^3)^2 a^6 \langle \phi^2 \rangle \) and the relation \( \ell^2 = (4\pi G / 3) \). The dynamics is completely determined by solving Eq. (5.38), coupled with the Schrödinger Eq. (5.28). We get a “backreaction”.

As a second example, we will consider the opposite extreme: a sharply localized Gaussian state for \( F(\phi, a) \). We take

\[ F(\phi, a) = F(\phi, t) = N(t) \exp[-B(t)(\phi - f(t))^2 + i\phi(t) + i\varepsilon(t)] \]  

(5.39)

where we have used the “time”, \( t \), defined via (5.28). We assume that \( N, f, p \) and \( \varepsilon \) are real and \( B \) complex. Substituting (5.39) into (5.28) and equating coefficients of powers of \( \phi \) we get:

\[ i\dot{B} = 2B^2 ; \quad \dot{\phi} = 0 ; \quad p = \dot{f} ; \quad \dot{\varepsilon} = -\left( \frac{1}{2} p^2 + B_R \right) ; \quad i\frac{\dot{N}}{N} = B_\ell \]  

(5.40)

where \( B = B_R + iB_\ell \). The \( B \) equation can be solved to give

\[ B(t) = \frac{B(0)}{1 + 2iB(0)t} = \frac{B_0}{1 + 2iB_0t} \]  

(5.41)

The wavefunction is now

\[ \psi(\phi, a) = \psi(\phi, t) = \exp i[l^{-2}S(a) + \theta(a)] \]  

\[ \times N \exp(-B_R(\phi - f)^2 + i\xi) \]

where \( \theta = \varepsilon - f^2 B_\ell \), and \( \xi = -B_\ell \phi^2 + (p + 2B_\ell f) \phi \). The equation satisfied by the \( \phi \)-independent part of the total phase, \( l^{-2}S_t = l^{-2}S(a) + \theta \), can be derived exactly as before. We get:

\[ -\frac{1}{2} a^2 \left\{ l^{-2}S'_t - \frac{\dot{\theta}}{a} \right\} - \frac{(2\pi^2 R^3)^2}{\ell^2} a^4 = 0 \]  

(5.42)

Using \( \dot{a} = -a^2 S'_t = -a^2 S'_t \) (since the difference is \( O(\ell^2) \)) and retaining the leading terms we get:

\[ (l^{-2}S'_t)^2 + \lambda^2 a^2 = \frac{2}{a^2\ell^2} (-\dot{\theta}) \]  

(5.43)

This is equivalent to the dynamical equation:
\[
\frac{\dot{a}^2 + R^{-2}}{a^2} = \frac{8\pi G}{3} \frac{(-\dot{\theta})}{(2\pi^2 R^3)^2 a^6}.
\] (5.44)

In the right-hand side \((-\dot{\theta})\) has the dominant contribution from the \(\frac{1}{2}p^2\) term of \(\dot{a}\); the less dominant terms are the quantum corrections to this classical energy. Explicitly:

\[
\frac{\dot{a}^2 + R^{-2}}{a^2} = \frac{8\pi G}{3} \frac{1}{(2\pi^2 R^3)^2 a^6} \left[ \frac{1}{2} p^2 + B_R + 2fB_p - 2f(B^2 - B_R) \right]
\] (5.45)

where \(B = B_R + iB_i\), and \(f\) and \(p\) are governed by (5.40).

We see that nontrivial solutions can be obtained to the scalar field—gravity system when the \(O(1)\) corrections to the phase of WKB function are included. The source term is just the expectation value of energy of the scalar field, if the field is in an energy eigenstate. It not, the effects of quantum fluctuations complicate the nature of the semi-classical source term.

If we take the \((\hbar \to 0)\) limit of (5.45), we again recover the classical equations with scalar field as source. Thus the sequence, “full quantum theory \(\to\) semi-classical limit, with terms up to \(\theta(1)\) retained \(\to\) classical limit via \(\hbar \to 0\)” seems to be completely meaningful. On the contrary, if we try, “full theory \(\to\) semi-classical limit up to \(O(l^{-2})\) \(\to\) classical limit”, we run into an empty universe at the second stage. [See (5.27) to (5.29)]. This fact suggests that the \(O(l^{-2})\) approximation has to be used with caution.

We conclude with a comment on the semi-classical limit encountered in this section and the adiabatic approximation discussed in Sec. 4.3. The model considered here allows an exact separation of the matter degree of freedom [see Eq. (5.23)]. In this case, adiabaticity becomes exact and it is no wonder that a backreaction is obtained when the matter field is in an energy eigenstate. The general situation can be summarized as follows: The exact Wheeler-DeWitt equation in the presence of matter has the form

\[
\left[ -\frac{1}{2M} \nabla^2 + MV(g) + \hat{H}_m(g, q) \right] \psi(g, q) = 0.
\] (5.46)

Suppose we can find approximate energy eigenstates \(f(g, q)\) for matter variable which satisfy the relation:

\[
\hat{H}_m(g, q)f(q, g) \approx E(g)f(q, g).
\]

Then the solution to (5.45) can be taken in the form \(\psi(g, q) = W(g)f(g, q)\) where \(W\) will satisfy the approximate equation

\[
-\frac{1}{2M} \nabla^2 W + MV(g)W \approx EW.
\] (5.47)

In arriving at (5.47) we have ignored terms like \(\nabla^2 f, \nabla f\) etc. on the assumption that the \(g\)-dependence of \(f\) is weak. ("adiabatic limit"). The term \(E(g)\) in (5.47) leads to the
"backreaction" in this limit. To be consistent, one should solve (5.47) in WKB approximation and make sure that $\nabla f$ etc. are indeed negligible.

5.4. Initial conditions

The Wheeler-DeWitt equation, like any other differential equation requires some boundary condition for its solution. Since we have not identified an intrinsic time coordinate in the superspace, it is not easy to give this boundary condition as a well-defined initial condition. This poses yet another problem in the interpretation of the quantum gravity, regarding which several suggestions have been made in the literature.

The simplest way out is to explore all possible solutions to the Wheeler-DeWitt equation and obtain their general properties. This could eliminate the need to impose any initial condition. This can be done in the simple mini-superspace models by studying the complete set of QSG's. Any, arbitrary, quantum state can be obtained by suitable superposition of these states.

The second possibility is to work backwards; we know that the quantum state of the universe must be something which allows classical description for large expansion factors. One can put this information by hand and construct very special, semi-classical, solutions which mimic the classical behavior at "late times".

Lastly, it is possible to by-pass the issue of the boundary conditions by defining the wavefunctions directly in terms of a path integral prescription in the Euclidean space. The reader is referred to original literature for detailed discussion of these issues.

Unfortunately, none of the above proposals lead us to any deeper insight in quantum gravity. This is essentially due to the fact that all the above proposals are "cooked up" so as to produce some desirable features—like classical behavior at "late times". In this connection it should be noted that while quantizing a hydrogen atom one never worries about initial conditions (even though Schrödinger equation for a hydrogen atom is a second order equation). We merely solve the equation for a complete set of states. In which quantum state, a particular hydrogen atom finds itself at a particular instant, depends on the measurements performed on the system previously. It is possible that, to find out that in what state our present universe is in, we need to know much more about the measurement theory of the quantum gravity.

5.5. Mach's principle, time and quantum cosmology

There seems to be a way of interpreting Mach's principle in terms of the choice of wavefunction of our universe. This interpretation also throws light on the role of time in Mach's principle.

Consider the conventional Newtonian mechanics in which we use a "frame of fixed stars", $S$. This is the frame in which all the distance matter in the universe (which we shall call, loosely, as "stars") is at rest. Newton's laws state that a particle shielded from external influences will follow an unaccelerated trajectory in this frame. Let $\bar{x}_1(t)$, $\bar{x}_2(t) \cdots \bar{x}_N(t)$ be the position vectors of $N$ stars and $\bar{x}(t)$ be the position of a free test particle. In a reference frame in which $\bar{x}_i(t) = \bar{x}_i(0)$ ('distance stars are fixed'), $\bar{x}(t)$ satisfies the equation
\[ \frac{d^2 x}{dt^2} = 0. \]  
(5.48)

Thus, by connecting up the local behavior of the test particles with the state of motion of distant matter, we have brought in ‘the Mach’s principle’. Consider another frame S’ in which the distant stars are not at rest but move according to the law:

\[ \ddot{x}_d(t) = \frac{1}{2} g t^2. \]  
(5.49)

In this frame—in which the distant stars are moving—we cannot use (5.48). However, it is easy to transform the coordinates bringing these stars to rest; we can, then, use (5.48) in such a frame. Transforming back we can find the equation of motion for the free test particle in our original frame S. We will find that \( \dot{x}' \) satisfies the equation:

\[ \frac{d^2 \dot{x}'}{dt^2} = -g. \]  
(5.50)

It is usual to call S as ‘inertial frame’ and S’ as ‘noninertial frame’; and the acceleration \( g \) (in (5.50)), experienced by a test particle in S’ as due to a ‘pseudo-force’. In its true form, Mach’s principle does not distinguish between the coherent motion of all the distant matter in the universe and a local transformation to a noninertial frame.

Consider now a different frame in which the following situation occurs:

(a) For all stars, \( \ddot{x}_d(t) = \ddot{x}_d(0) \). That is, all distant stars are fixed.

(b) All test particles shielded from external influences follow the trajectory \( \dot{x}(t) \) such that

\[ \frac{d^2 \dot{x}}{dt^2} = -g. \]  
(5.50)

What can we say about this situation? Since the distant stars are fixed, we should assume that the frame is inertial and that (5.51) implies a velocity dependent drag force on the nearby test particles. This conclusion, however, is premature. A transformation of the time coordinate from \( t \) to \( T \) such that

\[ T = \int t \exp \left( -\int \alpha(t) \, dt \right) \]  
(5.52)

will reduce (5.51) to the inertial trajectory:

\[ \frac{d^2 x}{dT^2} = 0. \]  
(5.53)

We have two coordinate systems for the space-time: \((\dot{x}, t)\) and \((\dot{x}, T)\) with \( t \) and \( T \) related by (5.52). The fixed stars remain fixed in both these frames but Newton’s law picks up a pseudo-force in one of these frames.
In the usual discussions of Mach's principle, one never bothers about the time transformations like (5.52). This is because in Newtonian physics, there is an 'absolute time' which 'flows uniformly'. Newtonian physics permits arbitrary transformations of the space coordinates $x$ but forbids transformations of time (except for scaling and translation, $t' = at + b$, under which (5.48) is invariant). By prescribing an absolute time in which (5.48) is valid and forbidding transformations of $t$, Newtonian physics has effectively bypassed this question. Under such circumstances, the frame of fixed stars defines for us a useful inertial frame. If, however, we have no information about the time coordinate which is used then we cannot exclude pseudo-forces even in a frame of the fixed stars.

This result is very surprising. We know that the Newtonian description is only an approximation to the fully general relativistic, quantum mechanical description of the universe. But that exact description is reparameterization invariant in the time coordinate. In fact, the quantum gravitational models do not give us any time coordinate—let alone a preferred one! Then how do we pick up a preferred time coordinate in the Newtonian limit?

The Newtonian limit is obtained by taking two separate limits in the exact description: the limit of weak gravitational field ($G \to 0$) and the limit of classical physics ($\hbar \to 0$). Let us begin by reversing this process and proceed from (5.48) to the more exact descriptions. A classical free particle obeying (5.48) has its quantum mechanical equivalent, described by the Schrödinger equation

$$i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \psi.$$

(5.54)

Arbitrary transformation of the time coordinate is still forbidden. The Schrödinger equation retains the above form only when the 'sacred time coordinate' is used. The transition from (5.54) to (5.48) is via the expectation value

$$\langle x \rangle = \int d^3x \psi^* (x, t) \hat{\psi} (x, t)$$

(5.55)

and Ehrenfest's theorem or via the WKB states. There are no surprises here.

In the next stage—that of the quantum field theory—the situation becomes trickier. Let us suppose we are working in the flat spacetime and that our particle is described by a scalar field obeying the Klein-Gordon equation:

$$\left( \Box + \frac{m^2 c^2}{\hbar^2} \right) \hat{\phi} = \left[ \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \nabla^2 + \frac{m^2 c^2}{\hbar^2} \right] \hat{\phi} = 0.$$

(5.56)

How do we make the transition from (5.56) to (5.54)? Note that (5.56) is an equation in Heisenberg picture for the operator $\hat{\phi}$ while (5.54) is an equation in Schrödinger picture for a $c$-number state function $\psi$. To make the proper identification we have to define the Fock basis corresponding to $\hat{\phi}$ in (5.56). Let $|0\rangle$ and $|1_x\rangle$ be the vacuum and one-particle
states of the quantum field theory described by $\hat{\phi}(t, x)$. The correct identification between (5.56) and (5.54) can be made most easily by using the transition element $\langle 0 | \phi | l_k \rangle$:

$$\langle 0 | \hat{\phi}(t, x) | l_k \rangle = \frac{1}{\sqrt{2\omega_k}} \exp(-i\omega_k t + i k \cdot x);$$

$$\hbar \omega_k = (\hbar^2 k^2 + m^2 c^4)^{1/2}. \quad (5.57)$$

In the nonrelativistic limit of $c \to \infty$, we should identify $\langle 0 | \phi | l_k \rangle e^{imc^2 t/\hbar}$ with the Schrödinger wave function $\psi(x, t)$. This is easily seen from noting that $\langle 0 | \phi | l_k \rangle e^{imc^2 t/\hbar}$ has the limiting form

$$\langle 0 | \hat{\phi} | l_k \rangle e^{imc^2 t/\hbar} = \exp \left( i k \cdot x - \frac{i k^2 t}{2m} \right). \quad (5.58)$$

which is just the free particle wave function with momentum $k$. In other words, the correct limiting form for free particle is obtained only after we have defined the one-particle Fock state $| l_k \rangle$. As long as we work within the framework of the special relativity and Lorentz transformations, the Fock basis is unique. Though time can be mixed with space in Lorentz transformations, inertial frames and particles retain their identity.

The transition from (5.56) to (5.54) through (5.58) may appear somewhat unconventional. We stress that this is the usual prescription for taking the nonrelativistic limit. The method appears unconventional only because we usually use Heisenberg picture in the field theory and Schrödinger picture in the quantum mechanics. We could have achieved uniformity by replacing (5.56) by a functional Schrödinger equation. The wave functions for a one-particle state in Schrödinger picture field theory will lead to exactly the same conclusion.

The first place where we lose uniqueness of time coordinate is when we allow arbitrary coordinate transformation. Consider, for example, the Rindler frame in which the line element has the form

$$ds^2 = \left( 1 + \frac{gx}{c^2} \right) c^2 d\tau^2 - dx^2 - dy^2 - dz^2. \quad (5.59)$$

As is well known, the Fock basis defined using $\tau$ is not the same as the one defined using the inertial time $t$.$^{50}$ The transition element constructed from the Rindler states has the form:

$$r(\langle 0 | \phi | l_k \rangle) = \frac{(\sinh \omega \tau)^{1/2}}{2\pi^{1/2}} \left( e^{-i\omega \tau + ik \cdot x} \right) K_\nu(\omega(1 + gx)) \quad (5.60)$$

(where we have temporarily set $c = \hbar = 1$; $K_\nu$ is the modified Bessel function). In the nonrelativistic limit, ($c \to \infty$) the function $r(\langle 0 | \phi(x, \tau) | l_k \rangle e^{imc^2 \tau/\hbar}$ satisfies the Schrödinger equation for a uniformly accelerated particle:
\[ i\hbar \frac{\partial \psi}{\partial \tau} = -\frac{\hbar^2}{2m} \nabla^2 \psi + mgx\psi. \quad (5.61) \]

In the corresponding Newtonian limit, these particles obey equation (5.5)—with a pseudo-force. Suppose we had described our flat spacetime using \( x \) and \( \tau \). Then, in the appropriate nonrelativistic limit all our test 'particles' (defined using the mode functions in (5.60)) will experience an acceleration. In the flat space-time, of course, this difficulty is easy to cure; we use the Minkowski frame, rather than (5.59) to define the particles. But this example illustrates how a particular time coordinate achieves preference in the nonrelativistic limit. It is the definition of 'particle' which breaks the invariance under time transformations. We choose the quantum vacuum state in such a way that "particles" in the classical limit experience no pseudo-force.

The real universe, of course, is not flat. To define particles in the real universe, we have to quantize the fields in a given background. Since quantum state is a global concept—defined on a spacelike hypersurface cutting through the universe—we now have to introduce 'distant matter' in the discussion. We must demand that: "One particle state should be defined in our universe in such a way that, in the nonrelativistic limit, these particles must be unaccelerated with respect to fixed stars".

It is clear that this requirement must impose constraints on the possible wave functions for the universe. Any prescription which assigns a quantum state to the universe also contains information about the semi-classical time coordinate and the quantum state of the matter fields. To obtain unaccelerated particles in the Newtonian limit, this quantum state for the universe must be chosen with care.

In simple models, the time coordinate defined by the overall volume of the three geometry leads to the correct Newtonian limit. It has also been shown that the vacuum state for the quantum fields turns out to be the "natural" one if we use the Euclidean "no boundary" prescription for the wave function of the Universe.\(^{51}\) Not much more is known about this issue. It is, for example, not clear what precisely mathematical restrictions on the solutions of the Wheeler-DeWitt equations will ensure the validity of the above condition.

6. Quantum Fluctuations and Gravity

In the material covered so far, the emphasis has been mostly on the technical side of the quantum gravity. We assumed that gravity may be quantized "just like" any other system. We probably made some progress; but the resulting structures have not given us any fresh insight into the mystical world of quantum gravity. In this last part, we will explore certain basic issues which may hold the key to a deeper understanding of quantum gravity.

6.1. Zero point energy and gravity

It is often stated that combining special relativity with quantum theory opened the door to the world of antiparticles. The existence of antiparticles is intimately linked to the fact that the concept of vacuum state in quantum theory is fairly nontrivial. It is usual to
describe the quantum free fields by quadratic Lagrangians which can be decomposed into set of harmonic oscillators. The quantum state of the field can be specified by specifying the quantum state of each of the harmonic oscillator— that is, by giving a set of integers, one for each oscillator. These integers are suggestively identified as the number of "particles" present in that particular quantum state. The state with no particles corresponds to the ground state or "vacuum". In the vacuum state, all the oscillators are in their respective ground states.

This ground state has two peculiar features. Firstly, the ground state is a Gaussian state; the fluctuations of the field amplitudes are governed by a Gaussian stochastic process. Secondly, the ground state of a harmonic oscillator has nonzero energy. Since there are infinite number of oscillators the ground state energy of any field becomes infinite.

Both the above facts create difficulties when gravity is introduced into the picture. The first fact, namely that there are field fluctuations in the vacuum implies that the expressions quadratic in the field variables will exhibit Gaussian fluctuations. If these fluctuations are observable then it is necessary to take into account their gravitational effects. For example, one would have liked to include the quantum fluctuations in the stress tensor $T_{ik}$ in the source term for gravity in some (as yet unknown) manner. The second fact creates the difficulty precisely at this point. Any naive (that is, honest) calculation will lead to infinite values for these fluctuations and hence to infinite gravitational effects. It is necessary to regularize (that is, throw away the divergent terms in a systematic, though ad hoc, manner) such infinite expressions before their gravitational effects are computed.

There are several ways of regularizing such expressions and not all of them will lead to the same result. It was realized by several people that if these regularized expressions are going to be used as a source for gravity, they better be generally covariant. In other words, one would like to use regularization procedures in which the following feature is built in: The regularized expectation value of tensorial quantities like $T_{ik}$ should transform tensorially. In particular if they vanish in one frame they should vanish in all frames.

The above dictum disallows several straightforward, intuitively obvious, regularization schemes popular in special relativistic theory. The simplest among them, for example, is "normal ordering". Normal ordering involves identification of creation and annihilation operators, which in turn involves definition of the positive and negative frequency modes. This is clearly not a covariant procedure. In fact, any consistent covariant regularization procedure will make $\langle T_{ik}\rangle$ zero in the flat space-time in all coordinate systems.

It seems eminently reasonable that the flat space-time should have zero energy. It is, probably, required for consistency if we are going to include the gravitational effects. But the "reasonableness" of any procedure in physics needs to be verified by explicit experimentation. In particular such a procedure should give consistent answers in simple thought experiments.

Here is where trouble begins. It turns out that the vacuum functional for a quantum field will have different forms when expressed in different coordinate systems. This, by itself, is no surprise because vacuum functionals are constructs in the Schrödinger picture which does not respect manifest covariance. However, even the fluctuation pattern of the vacuum—by which we mean the behavior of rms fluctuations of the field variables—
change under coordinate transformation. Unfortunately, it is possible to construct detectors which will actually measure these fluctuations. This brings into question the operational validity of general covariance in quantum theory.

We will discuss this effect in detail in the next section. However, before we do that, it is probably worthwhile to look at a simpler and better understood phenomena in the inertial frame itself. This is the experimentally verified result\textsuperscript{52} called the Casimir effect. It turns out that there is striking mathematical similarity between the Casimir effect and the issue of vacuum fluctuations in noninertial frames of reference.

Consider two plane, parallel, conducting plates located with a separation \( L \) in between. It is experimentally observed that they attract each other with a force given by

\[
F = -\frac{\pi^2}{240} \left( \frac{k\epsilon}{L^2} \right).
\]  

(6.1)

It is possible to derive this result in several equivalent ways. For our purpose, it is best to consider it as arising from the fact that the insertion of the capacitor plates modifies the vacuum functional.\textsuperscript{53} The action for the electromagnetic field can be decomposed into harmonic oscillators by using some suitable set of mode functions. In the flat space-time with \( R^4 \) topology it is usual to take these model functions to be plane waves of the form \( \exp(ikx) \). This will lead to a vacuum functional of the usual form. Suppose we now introduce two conducting plates in the space-time. We can no longer use the mode functions \( \exp(ikx) \) because they do not vanish on the location of the conductors. Instead we use some other suitable set of functions (like, say, \( \sin(kx) \) etc.) ensuring the vanishing of mode functions on the plates. The vacuum functional now calculated will be quite different. In other words, the vacuum state depends on the choice of mode functions—or, equivalently on the choice of the 'harmonic oscillators'. These choices, in turn, are dictated by the boundary conditions of the problem.

The mathematical description of this phenomenon is quite straightforward. Since, in the later sections, we will be using the example of a scalar field in \((1 + 1)\) dimensions, we will briefly illustrate the above phenomenon in this context. The action for a scalar field \( \phi \) in \((1 + 1)\) dimension will be

\[
A = \frac{1}{2} \int d^2x \left[ \left( \frac{\partial \phi}{\partial t} \right)^2 - \left( \frac{\partial \phi}{\partial x} \right)^2 \right].
\]  

(6.2)

If we expand the field in terms of the plane waves \( \exp(ikx) \) then the action reduces to that for a sum of harmonic oscillators;

\[
A = \frac{1}{2} \int \frac{dK}{(2\pi)} \int dT (|\phi_K|^2 - \omega_K^2 |q_K|^2)
\]  

(6.3)

where

\[
\phi(X, T) = \int \frac{dK}{(2\pi)} q_K(T)e^{ikx}.
\]  

(6.4)
The ground state wavefunctional can be expressed in terms of the field in the form

\[ \Psi(\phi(X), 0) = N \exp \left( -\frac{1}{2} \int_0^\infty \frac{dK}{(2\pi) |K|} |q_K|^2 \right) \]

\[ = N \exp \left[ -\int dXdY \nabla \phi(X) \nabla \phi(Y) G(X, Y) \right] \tag{6.5} \]

where \( G \) is the green's function,

\[ G(X, Y) = \frac{1}{2} \int \frac{dK}{(2\pi) |K|} \exp \left( \frac{iK(X - Y)}{|K|} \right). \tag{6.6} \]

If there are two conductors at \( x = 0 \) and at \( x = L \), then we will expand the field in terms of the mode functions \( \sin(n\pi x/L) \) where \( n \) is an integer. The wave functional can again be calculated in terms of the field. It can be expressed in exactly the form as (6.5) but with a different Green's function. We find:

\[ G'(X, Y) = \frac{1}{2} \sum_{n=1}^\infty \frac{L}{n\pi} \exp \left( \frac{in\pi}{L} (X - Y) \right). \tag{6.7} \]

Since the vacuum functionals are different, so are the fluctuation patterns and the vacuum expectation values of operators. In particular, calculations show that the \( \langle T_{ab} \rangle \) calculated from (6.6) and from (6.7) are different. From (6.6) we get the result

\[ E = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{LdK}{(2\pi) |K|} = \frac{1}{2} \int_0^\infty dn \frac{n\pi}{L} \tag{6.8} \]

while from (6.6) we get

\[ E' = \frac{1}{2} \sum_{n=1}^\infty \frac{n\pi}{L}. \tag{6.9} \]

These two quantities differ by a finite amount. If we decide to regularize the \( \langle T_{ab} \rangle \) in the presence of the plates—given by (6.9)—by merely subtracting the value in the absence of the plates, then we get the finite remainder:

\[ \Delta E = -\left( \frac{\pi}{4L} \right). \tag{6.10} \]

(To arrive at the above expression we have used the following simple regularization procedure. In defining the difference between (6.8) and (6.9) we have used the limit
\[
\lim_{\lambda \to 0} \left( \int_0^\infty ne^{-\lambda n}dn - \sum_{n=0}^\infty ne^{-\lambda n} \right) = \frac{1}{2}
\]

which can be derived by straightforward calculation. Similar calculation can be performed for electromagnetic field in \((3+1)\) dimensions. In that case the corresponding result is:

\[
\frac{\Delta E}{\text{area}} = -\left(\frac{\pi^2}{720}\right)\frac{\hbar c}{a^3}.
\]

This finite remainder can exactly account for the observed Casimir effect. In other words, it seems very reasonable—at least in this context—to compute \(\langle T_{kk} \rangle\) using two different vacuum functionals made of different mode functions and subtract one from the other to obtain a finite remainder.

It is also important to realize that this finite residual quantity must contribute to the gravitational attraction. To see this, consider the following thought experiment: Two parallel capacitor plates \(A\) and \(B\) are kept at a distance \(L\) apart. A mass \(M\) is attached to each plate through the pulley arrangement. As usual we will assume the plates to be weightless etc. (These details are given only for the sake of visualization; our argument is independent of these details.) The plates were kept in the position by external forces for \(t < 0\) and were let go at \(t = 0\). Because of the Casimir effect, the plates will feel mutual attractive force and will start moving towards each other. At a short time later, the masses would have acquired some kinetic energy. This kinetic energy comes from the change in the Casimir energy between the plates. (The Casimir energy depends on the plate separation which changes when the plates come closer.) If \(\langle 0 | T_{kk} | 0 \rangle\) denotes the Casimir energy of the vacuum and \(t^{\mu \nu}_k\) is the stress-energy of the masses, then we have, from energy conservation:

\[
[\langle 0 | T_{kk} | 0 \rangle + t^\mu_k(M)]_{,t} = 0. \tag{6.11}
\]

However, we know that,

\[
t^\mu_k(M),t \neq 0 \tag{6.12}
\]

since the masses are acted upon by external forces.

Now consider a region \(X\) far away from our Casimir plates. The gravitational field due to our setup is measured at \(X\). If the Casimir energy \(\langle 0 | T_{kk} | 0 \rangle\) does not contribute to gravity, then the only source of gravity in our arrangement is \(M\). Then Einstein's equations will read as:

\[
G_{ik} = R_{ik} - \frac{1}{2} g_{ik}R = -8\pi G t^i_k(M). \tag{6.13}
\]
This is blatantly wrong because $G_{ik}$ has zero divergence while $I_{ik}(M)$ does not. We are forced to conclude that $\langle 0 | T_{ik} | 0 \rangle_C$ does contribute to gravity and that (6.13) must be modified to

$$G_{ik} = -8\pi G \{ I_{ik}(M) + \langle 0 | T_{ik} | 0 \rangle_C \}.$$  \hspace{1cm} (6.14)

It therefore follows that, in the absence of $M$, that is, if we take the limit of $(M \to 0)$, $\langle 0 | T_{ik} | 0 \rangle_C$ should lead to observable gravitational effects.

The above example is extremely important and should be taken seriously. It shows that the finite parts of the expectation value $T_{ik}$, computed by subtracting one divergent quantity from another, must act as a source of gravity. If it does not, we run into contradictions and even perpetual motion. In this particular case the two divergent values for $\langle T_{ik} \rangle$ are obtained by using two different sets of mode functions in the flat space-time. We shall now consider similar effects which arise in the noninertial frames.

### 6.2. Vacuum fluctuations in the Rindler frame

To illustrate the concepts involved, we will use a scalar field in a $(1 + 1)$-dimensional space-time and indicate the generalizations to four dimensions whenever needed.

Consider the two-dimensional Minkowski space-time with the line element:

$$ds^2 = dt^2 - dX^2.$$  \hspace{1cm} (6.15)

The complete manifold is covered by the range $(-\infty < T < +\infty, -\infty < X < +\infty)$. We now introduce two sets of coordinate patches, $(x, t)$ and $(x', t')$ on the regions $X > T$ ("Right", $R$) and $X < T$ ("Left", $L$) by the transformations:

$$X = g^{-1}e^{\xi t} \cosh gt; \quad T = g^{-1}e^{\xi t} \sinh gt \quad \text{(in } R \text{)}$$  \hspace{1cm} (6.16)

$$X = -g^{-1}e^{\xi' t'} \cosh gt'; \quad T = -g^{-1}e^{\xi' t'} \sinh hgt' \quad \text{(in } L \text{)}.$$  \hspace{1cm} (6.17)

All the coordinates $(x, t)$, $(x', t')$ vary from $(-\infty, +\infty)$. The metric (6.15) in terms of $(x, t)$ [or $(x', t')$] has the form

$$ds^2 = e^{2\xi}(dt^2 - dX^2).$$  \hspace{1cm} (6.18)

It can be shown that $(x, t)$ corresponds to the proper coordinate system of a uniformly accelerated observer in the region $R$, $t$ being the proper time of his clocks. For an observer, completely confined to $R$, the surfaces $t =$ constant provide a set of spacelike hypersurfaces. In the region $R$, one can introduce two Killing vector fields:

$$\xi^k = e^{-\xi}(1, 0)$$

and

$$\xi^k = e^{-\xi}(\cosh gt, \sinh gt).$$
The $\xi^t$ leads to translation in the $t$-coordinate while $\xi^x$ corresponds to translations in $T$-coordinate; the latter has components $(1, 0)$ in the inertial frame.

Consider a scalar field $\phi(X, T) = \phi(x', t')$, described by the generally covariant action

$$A = \frac{1}{2} \int d^2x \sqrt{-g} g^{ik} \partial_i \phi \partial_k \phi$$

$$= \frac{1}{2} \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} dx \left[ \left( \frac{\partial \phi}{\partial T} \right)^2 - \left( \frac{\partial \phi}{\partial X} \right)^2 \right].$$

(6.19)

In the region $R$, the action can be written in terms of $x$ and $t$ in the same form. (This is because in 2-dimension, $\sqrt{-g} g^{ik} = \eta^{ik}$ for (6.18)):

$$A_R = \frac{1}{2} \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} dx \left[ \left( \frac{\partial \phi}{\partial t} \right)^2 - \left( \frac{\partial \phi}{\partial x} \right)^2 \right].$$

(6.20)

We shall quantize this field in the Schrödinger picture by decomposing the field into harmonic oscillator modes. Consider a field configuration $\phi(X)$ on the $T = 0$ hypersurface, expanded as,

$$\phi(X) = \int_{-\infty}^{+\infty} \frac{dK}{2\pi} q e^{iKX}.$$

(6.21)

The hypersurface $T = 0$ is covered completely by $(t = 0, x)$ for $X > 0$ and $(t' = 0, x')$ for $X < 0$. In $R$ and $L$ the field can be decomposed as,

$$\phi(X > 0) = \phi(x) = \int_{-\infty}^{+\infty} \frac{dk}{2\pi} a_k e^{ikx}$$

(6.22)

$$\phi(X < 0) = \phi(x') = \int_{-\infty}^{+\infty} \frac{dk}{2\pi} b_k e^{ikx'}.$$

(6.23)

Using the relations (6.21), (6.22) and (6.23), we can express $q_k$ in terms of $a_k$ and $b_k$. After some simple algebra, we get

$$q_k = \int_{-\infty}^{+\infty} \phi(X) e^{-iKX} dX = \int_{-\infty}^{+\infty} \frac{dk}{2\pi} [a_k f(k, -K) + b_k f(k, +K)].$$

(6.24)

where the function $f(k, K)$ is defined by

$$f(k, K) = \int_{-\infty}^{+\infty} dx \exp \left[ \frac{1}{2} \left( i k x + \left( \frac{K}{2} \right) e^{iKx} \right) \right].$$

(6.25)
This function can be expressed in terms of the gamma function of imaginary argument; but we will not need its explicit form.

The vacuum state in the Minkowski frame is described by the functional

$$
\Psi[\phi(X), \alpha] = \Psi[(q_k)] = \prod_k \left( \frac{\omega_k}{\sqrt{\pi}} \right)^{1/4} \exp \left( -\frac{1}{2} \omega_k |q_k|^2 \right)
$$

$$
= N \exp \left[ -\frac{1}{2} \int_0^{\infty} \frac{dk}{2\pi} |K||q_k|^2 \right].
$$

(6.26)

Using (6.24) we can express this wave functional in terms of $a_k$'s and $b_k$'s. A detailed but straightforward calculation gives,

$$
\Psi[a_k, b_k] = N \exp \left[ -\frac{1}{2} \int_0^{\infty} \frac{dk}{2\pi} (P(k)(|a_k|^2 + |b_k|^2) - Q(k)(a_k^* b_k + a_k b_k^*)) \right]
$$

(6.27)

with

$$
P(k) = \text{coth} \left( \frac{\pi \omega_k}{8} \right), \quad Q(k) = \text{csch} \left( \frac{\pi \omega_k}{8} \right); \quad \omega_k = |k|.
$$

(6.28)

An observer confined to $R$ will have his observables made out of $a_k$'s. Let $\mathcal{O}(a_k)$ be any such observable. The expectation value of $\mathcal{O}$ (at $T = t = 0$) in the state $\Psi$ is given by

$$
\langle \mathcal{O} \rangle = \int \prod_k da_k \int \prod_k db_k \Psi^*(a_k, b_k) \mathcal{O}(a_k, b_k)
$$

$$
= \int \prod_k da_k \rho(a_k, a_k) \mathcal{O}(a_k) = \text{Tr}(\rho \mathcal{O})
$$

(6.29)

where

$$
\rho(a_k', a_k) = \int \prod_k db_k \Psi^*(a_k', b_k) \Psi(a_k, b_k)
$$

$$
= N \exp \left[ -\frac{1}{2} \int_{-\infty}^{+\infty} dk \omega_k \frac{4}{2\pi} (a_k - a_k')^2 \text{coth} \left( \frac{\omega_k}{2T} \right) + (a_k + a_k')^2 \text{tanh} \left( \frac{\omega_k}{2T} \right) \right]
$$

(6.30)

is a thermal density matrix corresponding to the temperature $T = (g/2\pi)$. This is a well known result, showing the thermal nature of the vacuum state (6.26) when expressed in terms of the Rindler mode functions.²⁴

Identical results hold in 4-dimensions. We are interested in the r.m.s. fluctuations of physical quantities evaluated using the two wave functionals given by (6.26) and (6.27).
for example, consider the quantity $\langle 0 | \phi^2 | 0 \rangle$ calculated using the two wave functionals. Since both the wave functionals are supposed to represent the same vacuum state and since the quantity $\langle 0 | \phi^2 | 0 \rangle$ is a generally covariant scalar we expect to get the same answer, when we use (6.26) or (6.27). The straightforward computation leads to the following result. On using (6.26) we get

$$\langle 0 | \phi^2(X) | 0 \rangle = \int \prod_k dq_k \Phi^*[q_k] \left( \sum_{l, M} q_L q_M^* e^{i(l^2 - M^2)} \right) \Psi[q_k]$$

$$= \sum_p \left( \frac{1}{2\omega_p} \right)$$

while on using (6.27) we get

$$\langle 0 | \phi^2(x) | 0 \rangle = \int \prod_k da_k db_k \Phi^*[a, b] \sum_{p, \lambda} \alpha_p \alpha^*_p e^{i(p^2 - M^2)} \Psi[a, b]$$

$$= \sum_p \left[ \frac{1}{2\omega_p} + \frac{1}{\omega_p (e^{i(2\pi \omega_p/\hbar)} - 1)} \right]$$

These expressions can be cast into a more familiar form in (3+1) dimensions, which will facilitate our discussion. Replacing the summation by an integration,

$$\sum_p \rightarrow \int \frac{d^3p}{(2\pi)^3}$$

we get, in terms of the inertial frame variables,

$$\langle 0 | \phi^2(X) | 0 \rangle = \int \frac{d^3P}{(2\pi)^3} \left( \frac{1}{2|P|} \right) = \lim_{\hbar \rightarrow 0} \int \frac{d^3P}{(2\pi)^3} \left( \frac{1}{2|P|} \right) \epsilon^{PR}$$

$$= \lim_{R \rightarrow 0} \left( \frac{1}{4\pi^2 R^2} \right) = \lim_{R \rightarrow 0} \langle 0 | \phi(R) \phi(0) | 0 \rangle$$

indicating the divergence due to the coincidence limit behavior of the Green's function $\langle 0 | \phi(X) \phi(Y) | 0 \rangle$. On the other hand, in terms of the accelerated frame variables we get:

$$\langle 0 | \phi^2(x) | 0 \rangle = \int \frac{d^3P}{(2\pi)^3} \left( \frac{1}{2|P|} \right) \left[ 1 + \frac{2}{e^{\beta|P|} - 1} \right]$$

$$= \langle 0 | \phi^2(x) | 0 \rangle_{\text{vacuum}} + \bar{\Theta}^2_{\text{thermal}}$$

where the second term is a finite contribution coming from a thermal bath at temperature $g/2\pi$. How should we interpret the expressions (6.33) and (6.34)?
We note that, both the expressions are divergent. Thus \( \langle 0 | \phi^2 | 0 \rangle \) is generally covariant in a trivial (and useless) manner. We can, of course, use some covariant regularization technique with (6.33) and (6.34). Any such regularization procedure will make both the expressions vanish.

On the other hand, we notice that the difference between the two terms is finite. It even has a simple physical interpretation in terms of the r.m.s. field fluctuations in thermal radiation at the temperature \( 5g/2\pi \). This suggests that we subtract the background divergent term (6.33) from (6.34) and retain the finite \( g^2 \) term. The moment we do that, we run into deep trouble with general covariance. In fact, the situation is more serious with \( \langle 0 | T_{ab} | 0 \rangle \). Similar calculation will give the following two divergent expressions for \( \langle 0 | T_{ab} | 0 \rangle \):

\[
\langle 0 | T_{00} | 0 \rangle_{\text{inertial}} = \int \frac{d^3K}{(2\pi)^3} \frac{1}{2} |K| \tag{6.35}
\]

\[
\langle 0 | T_{00} | 0 \rangle_{\text{Rindler}} = \int \frac{d^3k}{(2\pi)^3} \left[ \frac{1}{2} |k| + \frac{|k|}{(e^\beta |k| - 1)} \right] \tag{6.36}
\]

We can either make both of them vanish by a covariant regularization or subtract (6.35) from (6.36) and retain the finite difference as "physical" and due to thermal radiation. If we decide to retain the finite parts then we are also forced to use it as a source of gravity. The situation is, in principle, identical to that encountered in the case of Casimir effect. In both cases, we have two vacuum functionals constructed from two different set of mode functions. These vacuum functionals lead to divergent expectation values for \( \langle 0 | T_{ab} | 0 \rangle \). However, the difference between the two divergent expressions turns out to be finite. In the case of Casimir effect, this difference—as we saw—must act as a source of gravity. It seems reasonable that the same criterion should apply here. But if we retain the finite part we can bid farewell to the general covariance and even to an invariant description of the flat space.

This strongly suggests that we must ruthlessly regularize away such expressions and retain manifest covariance. This is in fact what is usually done. Unfortunately, there are several conceptual difficulties in adopting this procedure which we shall now discuss.

6.3. Observability of gravitational effects of vacuum

The major trouble in regularizing away (6.36) is that the finite part may actually lead to the gravitational effects which are observable—at least in principle. This is precisely what happens in the case of Casimir effect. There is a widespread belief that the Casimir effect and thermal effects in the Rindler frame are very different things. The conventional wisdom accepts the retention of the finite part of \( \langle T_{ab} \rangle \) in the case of Casimir effect but insists on regularizing \( \langle T_{ab} \rangle \) to zero in the Rindler frame. This certainly can be done as long as we are in the flat space-time with a preferred set of positive frequency modes. However, in an arbitrary curved space-time, one cannot make an invariant distinction between "Casimir-like phenomena" and "Rindler-like phenomena". The mathematical
formalism recognizes only the mode functions and vacuum functionals. When different
kind of mode functions are chosen, the vacuum functionals (in general any quantum state
functional) become different. The pattern of the vacuum fluctuation changes. There is no
invariant prescription for deciding how much of the vacuum fluctuations will contribute to
gravity. This is probably the most serious conceptual difficulty in reconciling the
divergent quantities with general covariance and gravity.

It is also possible to argue that the finite thermal parts encountered in (6.34) and (6.36)
are, in principle, observable. We will give two different arguments in this context. The
first is based on an analogy with real blackbody cavities while the second is based on a
detailed analysis of the response of an accelerated detector designed to measure energy
densities.

We will present the first argument in the language of electromagnetic fields since they
are more easily visualized than the scalar fields. This argument proceeds along the
following steps:

(i) The expressions for \(\langle \phi^2 \rangle\), \(\langle E^2 \rangle\) etc. in the Rindler frame and in a blackbody
cavity are identical. Both contain infinite zero point contributions.
(ii) A charged particle kept inside a blackbody cavity must respond to the finite part of
the r.m.s. fluctuation of the electromagnetic field. In fact the equation of motion for a
charged particle kept inside a blackbody cavity is usually taken to be

\[
\frac{d\mathbf{v}}{dt} = -\alpha \mathbf{v} + q\mathbf{E}(t)_{\text{random}}.
\]  

(6.37)

Here \(\mathbf{E}(t)\) is the random, fluctuating electric field (corresponding to the thermal photons in
the cavity) and \(-\alpha \mathbf{v}\) is a damping force, arising due to the fact that a moving particle is
"hit" by more photons in the 'front' than in the 'back'. This equation, for example, was
used crucially by Einstein in his derivation of the blackbody spectrum.

(iii) It is well-known that the velocity of such particles will soon reach a thermal
equilibrium distribution. The random Brownian motion of this charged particle, therefore,
contains information about the finite part of \(\langle E^2 \rangle\). In other words, the quantities \(\langle E^2 \rangle\), \(\langle \phi^2 \rangle\)
etc. can, in principle, lead to observable effects.

The argument given above is a semi-classical analogue of the detection of "particles"
in Rindler frame. A charged particle will detect a thermal bath of photons in the Rindler
frame and will respond to it just as in any other thermal bath. It is incorrect to affirm
the existence of photons but deny the existence of vacuum fluctuations in the Rindler frame.

A more direct argument for the observability of \(\langle T_{ik} \rangle\) can be given in terms of detector
models. Consider a detector coupled to the components of energy momentum tensor \(T_{ik}\)
linearly and locally by the Hamiltonian

\[
H_{\text{int}} = \int d\tau \mu^i_\lambda(\tau) T^\lambda_\mu[x(\tau)].
\]  

(6.38)

where \(\mu^i_\lambda\) is a detector variable and \(x(\tau)\) is the trajectory of the detector.
Classically, such a detector measures the presence of \(T_{ik}\). We ask the question: Will
this 'energy-coupled detector' click in the Rindler frame? That is, will it click if it is accelerated through the inertial vacuum? One may be tempted to answer 'no', based on the conventional wisdom that \( \langle T_{ik} \rangle \) is a covariant object. Therefore, if regularized \( \langle T_{ik} \rangle \) vanishes in one frame (in the Minkowski frame, say), then it must vanish in all frames and especially in the Rindler frame. Therefore, the detector will not click.

This argument, however, is fallacious. It is perfectly true that \( \langle T_{ik} \rangle \) is a covariant object—if it is regularized covariantly, that is—and that it vanishes both in the inertial frame and in the accelerated frame. But the response of our detector has nothing to do with the \( \langle T_{ik} \rangle \). What the detector will respond to is the power spectrum of the vacuum fluctuations in \( T_{ik} \), i.e.

\[
Q_{ik}(\nu) = \int_{-\infty}^{\infty} dr e^{-i \nu \tau} \langle 0 | T_{ik}(x(s + \tau)) T_{ik}^\dagger(x(s)) | 0 \rangle.
\] (6.39)

There is no reason for \( \langle T_{ik} T_{ik}^\dagger \rangle \) to vanish even though \( \langle T_{ik} \rangle \) may vanish. Thus there is no a priori reason for the detector coupled to \( T_{ik} \) and not to click when accelerated.

A detailed calculation confirms\textsuperscript{56} the suspicion that this detector will click when accelerated. For example, a detector coupled to the trace of \( T_{ik} \) will click at the rate proportional to

\[
R = \frac{\omega}{(\omega^2 \pi g^2 - 1)} \left( 1 + \frac{\omega^2}{g^2} \right) \left( 1 + \frac{\omega^2}{4g^2} \right) \left( 1 + \frac{\omega^2}{9g^2} \right)
\] (6.40)

where \( g \) is the acceleration and \( \omega \) is the energy difference between the excited and ground states of the detector. The thermal contribution in (6.41) is clearly noticeable. Similar results hold for several other kinds of detectors.

This result raises serious questions regarding the concept of general covariance in the quantum theory. It is necessary to distinguish between the 'formal covariance' and 'operational covariance' of an observable.\textsuperscript{56} The energy-momentum tensor \( T_{ik} \) or some scalar functional \( A(\phi) \) of the field \( \phi \) are formally covariant objects. These operators as well as their expectation values \( \langle T_{ik} \rangle \) transform in a systematic tensorial manner. It has always been assumed that if \( T_{ik} \) and \( T_{ik}' \) are obtained from one another by a tensorial coordinate transformation, then the observers using the corresponding coordinates \( x' \) and \( x'' \) will actually measure the values as \( T_{ik} \) and \( T_{ik}' \). This assumption (valid classically) is not valid in quantum theory. Any operational procedure devised to measure \( T_{ik} \)—say, by a detector coupled to \( T_{ik} \)—will go about performing this measurement by the emission and absorption of quanta and hence will respond differently in inertial and accelerated trajectories. In other words, even though the formal covariance is assured by the relation

\[
\langle 0 | T_{ik} | 0 \rangle_{\text{reg}} = 0 = \langle 0 | T_{ik}^\dagger | 0 \rangle_{\text{reg}}
\] (6.41)

the operational covariance is completely lost in quantum theory. The objects like \( \langle 0 | T_{ik}^\dagger | 0 \rangle \) have no operational significance.

We stress that this result follows from three well accepted facts in the quantum domain:
(i) In states with well-defined number of particles, for example in the vacuum state, the field variables will not be well-defined.

(ii) Objects like field intensity, energy, \((\phi, T_{\mu\nu})\) etc. are not directly measurable in any state. Any detector used to measure these objects can couple to such variables only via the exchange of the field quanta. Thus only the quanta of the field are directly observable.

(ii) The field quanta are not generally covariant objects. They are defined through the choice of positive frequency components for the mode functions. Granted these facts, there is no escape from our conclusions.

When the gravitational field is introduced, we run into fresh problems. An observer can try to measure both \(T_{\mu\nu}\) and the curvature of space-time independently and try to connect up these two via Einstein's equations. In an accelerated frame, his detector—designed to measure \(T_{\mu\nu}\)—will click signalling nonzero energy density. However, he (probably) will not see any curvature of space-time!

It is not clear how this question can be resolved within the existing framework. The only possible solution seems to be the following: postulate that in the accelerated frame, the observer will see an energy density and the space-time curvature. This curvature will be interpreted by him as due to the energy density of the Rindler particles. An inertial observer, of course, will be hardpressed to understand this result. He has to either claim that the curvature of space-time is not a generally covariant concept or interpret the curvature seen by his Rindler frame as due to the agency which is accelerating the detector. Both the interpretations run into difficulties. In the first one, we have to completely give up any semblance of the general covariance and it is not clear how we can do meaningful physics. The second interpretation seems too incredible to be true. The same acceleration can be imparted to a detector by different agencies. The response of a detector will be the same in all these cases but the different agencies will produce different space-time curvatures.

In a wider context, we expect the semi-classical limit of the quantum gravity to provide us with information on 'backreaction'. We now see that semi-classical gravity has to somehow manage to produce a covariant description of this backreaction as well. It is possible that all these issues—emergence of a semi-classical time coordinate, backreaction, general covariance etc.—are deeply related. Unfortunately, we do not yet know how exactly they are related.

One exciting possibility which has been suggested recently is the following: The very fact that we observe a classical space-time may be due to the existence of vacuum fluctuations! There are broadly two possible points of view which one can take regarding the classical limit of a quantum theory. We may say that certain quantum states—like WKB states, Gaussian states etc.—exhibit near the classical behavior and that several other states do not. In this point of view a system is classical because of the way it is prepared. There is something very disturbing about this point of view. Somehow it does not seem to explain why most systems which we see—i.e., "large" systems—are classical. (For example, why is it that tables and chairs are never found in quantum states which are superpositions of different position eigenstates?) Several people have investigated an alternative approach to classical limit. They claim that the quantum behavior is suppressed automatically in systems with large degrees of freedom because of
interactions. In fact, a quantum system which comes into contact with an 'environment' containing large number of degrees of freedom will be forced to behave almost classically. The gravitational field is a very good example of such a system. It is constantly in interaction with other fields. Even in the absence of classical field distributions, gravity does interact with the vacuum fluctuations of the fields. It is possible to show that—under certain conditions—this interaction is capable of forcing the gravity into behaving classically. At present, these results have been proved only in the context of simple mini-superspace models. But it is very likely that these results are quite general. If so, this could provide yet another connection between the quantum gravity, vacuum fluctuations and the semi-classical limit.
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