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Abstract
The fact that one can associate thermodynamic properties with horizons brings together principles of quantum theory, gravitation and thermodynamics and possibly offers a window to the nature of quantum geometry. This review discusses certain aspects of this topic, concentrating on new insights gained from some recent work. After a brief introduction of the overall perspective, sections 2 and 3 provide the pedagogical background on the geometrical features of bifurcation horizons, path integral derivation of horizon temperature, black hole evaporation, structure of Lanczos–Lovelock models, the concept of Noether charge and its relation to horizon entropy. Section 4 discusses several conceptual issues introduced by the existence of temperature and entropy of the horizons. In section 5 we take up the connection between horizon thermodynamics and gravitational dynamics and describe several peculiar features which have no simple interpretation in the conventional approach. The next two sections describe the recent progress achieved in an alternative perspective of gravity. In section 6 we provide a thermodynamic interpretation of the field equations of gravity in any diffeomorphism invariant theory and in section 7 we obtain the field equations of gravity from an entropy maximization principle. The last section provides a summary.
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1. Introduction and perspective

Soon after Einstein developed the gravitational field equations, Schwarzschild found the simplest exact solution to these equations, describing a spherically symmetric spacetime. When expressed in a natural coordinate system which makes the symmetries of the solution obvious, it leads to the line interval:

\[ ds^2 = -f(r) dt^2 + \frac{dr^2}{f(r)} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2), \]

where \( f(r) \equiv 1 - (r_g/r) \) with \( r_g \equiv 2GM/c^2 = 2M \), in units with \( G = c = 1 \). It was immediately noticed that this metric exhibits a curious pathology. One of the metric coefficients, \( g_{tt} \), vanished on a surface \( \mathcal{H} \), of finite area \( 4\pi r_g^2 \), given by \( r = r_g \), while another metric coefficient \( g_{\theta \theta} \) diverged on the same surface. After some initial confusion, it was realized that the singular behaviour of the metric is due to bad choice of coordinates and that the spacetime geometry is well behaved at \( r = r_g \). However, the surface \( \mathcal{H} \) acts as a horizon blocking the propagation of information from the region \( r < r_g \) to the region \( r > r_g \). This leads to several new features in the theory, many of which, even after decades of investigation, defies a complete understanding. The most important amongst them is the relationship between physics involving horizons and thermodynamics.

This connection, between black hole dynamics involving the horizon and the laws of thermodynamics, became apparent as a result of the research in early 1970s. Hawking proved \cite{1} that in any classical process involving the black holes, the sum of the areas of a black hole horizons cannot decrease which, with hindsight, is reminiscent of the behaviour of entropy in classical thermodynamics. This connection was exploited by Bekenstein in his response to a conundrum raised by John Wheeler. Wheeler pointed out that an external observer can drop material with non-zero entropy into the Schwarzschild black hole) changes the mass of a black hole by \( \delta M \) and the area of the event horizon by \( \delta A \), then it can be proved that

\[ \delta M = \frac{\kappa}{8\pi} \delta A = \frac{\kappa}{2\pi} \left( \frac{A}{4} \right), \]

where \( \kappa = M/(2M)^2 = 1/4M \) is called the surface gravity of the horizon. This suggests an analogy with the thermodynamic law \( \delta E = T \delta S \) with \( S \propto A \) and \( T \propto \kappa \). However, classical considerations alone cannot determine the proportionality constants. (We will see later that quantum mechanical considerations suggest \( S = (A/4) \) and \( T = \kappa/2\pi \), which is indicated in the second equality in equation \((2)\).)

In spite of this, Bekenstein’s idea did not find favour with the community immediately; the fact that laws of black hole dynamics have an uncanny similarity with the laws of thermodynamics was initially considered to be only a curiosity. (For a taste of history, see, e.g. \cite{7}.) The key objection at that time was the following. If black holes possess entropy as well as energy (which they do), then they must have a non-zero temperature and must radiate—which seemed to contradict the view that nothing can escape the black hole horizon. Investigations by Hawking, however, led to the discovery that a non-zero temperature should be attributed to the black hole horizon \cite{8}. He found that black holes, formed by the collapse of matter, will radiate particles with a thermal spectrum at late times, as detected by a stationary observer at large distances. This result, obtained from the study of quantum field theory in the black hole spacetime, showed that one can consistently attribute to the black hole horizon an entropy and temperature.

An important question that arises is whether this entropy is the same as the ‘usual entropy’. If so, one should be able to show that, for any processes involving matter and black holes, we must have \( \delta (S_{\text{BH}} + S_{\text{matter}})/dt \geq 0 \) which goes under the name generalized second law (GSL). One simple example in which the area (and thus the entropy) of the black

difficulty, Bekenstein came up with the idea that the black hole horizon should be attributed to an entropy which is proportional to its area \cite{3–5}. It was also realized around this time that one can formulate four laws of black hole dynamics in a manner analogous to the laws of thermodynamics \cite{6}. In particular, if a physical process (say, dropping of a small amount of matter into the Schwarzschild black hole) changes the mass of a black hole by \( \delta M \) and the area of the event horizon by \( \delta A \), then it can be proved that

\[ \delta M = \frac{\kappa}{8\pi} \delta A = \frac{\kappa}{2\pi} \left( \frac{A}{4} \right), \]

where \( \kappa = M/(2M)^2 = 1/4M \) is called the surface gravity of the horizon. This suggests an analogy with the thermodynamic law \( \delta E = T \delta S \) with \( S \propto A \) and \( T \propto \kappa \). However, classical considerations alone cannot determine the proportionality constants. (We will see later that quantum mechanical considerations suggest \( S = (A/4) \) and \( T = \kappa/2\pi \), which is indicated in the second equality in equation \((2)\).)

In spite of this, Bekenstein’s idea did not find favour with the community immediately; the fact that laws of black hole dynamics have an uncanny similarity with the laws of thermodynamics was initially considered to be only a curiosity. (For a taste of history, see, e.g. \cite{7}.) The key objection at that time was the following. If black holes possess entropy as well as energy (which they do), then they must have a non-zero temperature and must radiate—which seemed to contradict the view that nothing can escape the black hole horizon. Investigations by Hawking, however, led to the discovery that a non-zero temperature should be attributed to the black hole horizon \cite{8}. He found that black holes, formed by the collapse of matter, will radiate particles with a thermal spectrum at late times, as detected by a stationary observer at large distances. This result, obtained from the study of quantum field theory in the black hole spacetime, showed that one can consistently attribute to the black hole horizon an entropy and temperature.

An important question that arises is whether this entropy is the same as the ‘usual entropy’. If so, one should be able to show that, for any processes involving matter and black holes, we must have \( \delta (S_{\text{BH}} + S_{\text{matter}})/dt \geq 0 \) which goes under the name generalized second law (GSL). One simple example in which the area (and thus the entropy) of the black
hole decreases is in the emission of Hawking radiation itself; but the GSL holds since the thermal radiation produced in the process has entropy. It is generally believed that GSL always holds though a completely general proof is difficult to obtain. Several thought experiments, when analysed properly, uphold this law (see, e.g. [9]) and a proof is possible under different sets of assumptions [10]. All these suggest that the area of the black hole corresponds to an entropy which is the ‘usual entropy’.

These ideas can be extended to black hole solutions in more general theories than just Einstein’s gravity. The temperature $T$ can be determined by techniques such as, analytic continuation to imaginary time (see section 3.2) which depends only on the metric and not on the field equations which led to the metric. But the concept of entropy needs to be generalized in these models and will no longer be one-quarter of the area of horizon. This could be done by using the first law of black hole dynamics itself, say, in the form $T \, dS = dM$. Since the temperature is known, this equation can be integrated to determine $S$. This was done by Wald and it turns out that the entropy can be related to a conserved charge called Noether charge which arises from the diffeomorphism invariance of the theory [11]. Thus, the notions of entropy and temperature can be attributed to black hole solutions in a wide class of theories.

This raises the question: what are the degrees of freedom responsible for the black hole entropy? There have been several attempts in the literature to answer this question both with and without inputs from quantum gravity models. A statistical mechanics derivation of entropy was originally attempted in [12]; the entropy has been interpreted as the degrees of freedom which contribute to black hole entropy needs to be generalized in these models and will no longer be one-quarter of the area of horizon. This could be done by using the first law of black hole dynamics itself, say, in the form $T \, dS = dM$. Since the temperature is known, this equation can be integrated to determine $S$. This was done by Wald and it turns out that the entropy can be related to a conserved charge called Noether charge which arises from the diffeomorphism invariance of the theory [11]. Thus, the notions of entropy and temperature can be attributed to black hole solutions in a wide class of theories.

Several recent investigations have shown, however, that there is indeed a deeper connection between gravitational dynamics and horizon thermodynamics (for a recent review, see [37]). For example, studies have shown that:

- Gravitational field equations in a wide variety of theories, when evaluated on a horizon, reduce to a thermodynamic identity $T \, dS = dE + P \, dV$. This result, first pointed out in [38], has now been demonstrated in several cases such as the stationary axisymmetric horizons and evolving spherically symmetric horizons in Einstein gravity, static spherically symmetric horizons and dynamical apparent horizons in Lovelock gravity, three-dimensional BTZ black hole horizons, FRW cosmological models in various gravity theories and even in the case Horava–Lifshitz gravity (see section 5.1 for detailed references). If horizon thermodynamics has no deep connection with gravitational dynamics, it is not possible to understand why the field equations should encode information about horizon thermodynamics.

- Gravitational action functionals in a wide class of theories have a surface term and a bulk term. In the conventional approach, we ignore the surface term completely (or cancel it with a counter-term) and obtain the field equation from the bulk term in the action. Therefore, any solution to the field equation obtained by this procedure is logically independent of the nature of the surface term. But when the surface term (which was ignored) is evaluated at the horizon that arises in any given solution, it gives the entropy of the horizon! Again, this result extends far beyond Einstein’s theory to situations in which the entropy is not proportional to horizon area. This is possible only because there is a specific holographic relationship [39–41] between the surface term and the bulk term which, however, is an unexplained feature in the conventional approach to gravitational dynamics. Since the surface term has the thermodynamic interpretation as the entropy of horizons, and is related holographically to the bulk term, we are again led to suspect an indirect connection between spacetime dynamics and horizon thermodynamics.

$S = \kappa \, A / (4 \pi)$ proportional to horizon area. This is possible only because there is a specific holographic relationship [39–41] between the surface term and the bulk term which, however, is an unexplained feature in the conventional approach to gravitational dynamics. Since the surface term has the thermodynamic interpretation as the entropy of horizons, and is related holographically to the bulk term, we are again led to suspect an indirect connection between spacetime dynamics and horizon thermodynamics.
Based on these features—which have no explanation in the conventional approach—one can argue that there is a conceptual reason to revise our perspective towards spacetime (sections 6 and 7) and relate horizon thermodynamics with gravitational dynamics. This approach should work for a wide class of theories far more general than just Einstein gravity. This will be the new insight which we will focus on in this review.

To set the stage for this future discussion, let us briefly describe this approach and summarize the conclusions. We begin by examining more closely the implications of the existence of temperature for horizons.

In the study of normal macroscopic systems—such as a solid or a gas—one can deduce the existence of microstructure just from the fact that the object can be heated. The supply of energy in the form of heat needs to be stored in some form in the material which is not possible unless the material has microscopic degrees of freedom. This was the insight of Boltzmann which led him to suggest that heat is essentially a form of motion of the microscopic constituents of matter. That is, the existence of temperature is sufficient for us to infer the existence of microstructure without any direct experimental evidence.

The thermodynamics of the horizon shows that we can actually heat up a spacetime, just as one can heat up a solid or a gas. An unorthodox way of doing this would be to take some amount of matter and arrange it to collapse and form a black hole. The Hawking radiation emitted by the black hole can be used to heat up, say, a pan of water just as though the pan was kept inside a microwave oven. In fact, the same result can be achieved by just accelerating through the inertial vacuum carrying the pan of water which will eventually be heated to a temperature proportional to the acceleration. These processes show that the temperatures of the horizons are as ‘real’ as any other temperature. Since they arise in a class of hot spacetimes, it follows à la Boltzmann that the spacetimes should possess microstructure.

In the case of a solid or gas, we know the nature of this microstructure from atomic and molecular physics. Hence, in principle, we can work out the thermodynamics of these systems from the underlying statistical mechanics. This is not possible in the case of spacetime because we have no clue about its microstructure. However, one of the remarkable features of thermodynamics—in contrast to statistical mechanics—is that the thermodynamic description is fairly insensitive to the details of the microstructure and can be developed as a fairly broad framework. For example, a thermodynamic identity such as \( T \, dS = dE + P \, dV \) has a universal validity and the information about a given system is only encoded in the form of the entropy functional \( S(E,V) \). In the case of normal materials, this entropy arises because of our coarse graining over microscopic degrees of freedom which are not tracked in the dynamical evolution. In the case of spacetime, the existence of horizons for a particular class of observers makes it mandatory that these observers integrate out degrees of freedom hidden by the horizon.

To make this notion clearer, let us start from the principle of equivalence which allows us to construct local inertial frames (LIF), around any event in an arbitrary curved spacetime. Given the LIF, we can next construct a local Rindler frame (LRF) by boosting along one of the directions with an acceleration \( \kappa \). The observers at rest in the LRF will perceive a patch of null surface in LIF as a horizon \( \mathcal{H} \) with temperature \( \kappa/2\pi \). These local Rindler observers and the freely falling inertial observers will attribute different thermodynamical properties to matter in the spacetime. For example, they will attribute different temperatures and entropies to the vacuum state as well as excited states of matter fields. When some matter with energy \( \delta E \) moves close to the horizon—say, within a few Planck lengths because, formally, it takes infinite Rindler time for matter to actually cross \( \mathcal{H} \)—the local Rindler observer will consider it to have transferred an entropy \( \delta S = (2\pi/\kappa) \delta E \) to the horizon degrees of freedom. We will show (in section 6) that, when the metric satisfies the field equations of any diffeomorphism invariant theory, this transfer of entropy can be given [42] a geometrical interpretation as the change in the entropy of the horizon.

This result allows us to associate an entropy functional with the null surfaces which the local Rindler observers perceive as horizons. We can now demand that the sum of the horizon entropy and the entropy of matter that flows across the horizons (both as perceived by the local Rindler observers) should be an extremum for all observers in the spacetime. This leads [43] to a constraint on the geometry of spacetime which can be stated, in \( D = 4 \), as

\[
(G_{ab} - 8\pi T_{ab}) n^a n^b = 0
\]

for all null vectors \( n^a \) in the spacetime. The general solution to this equation is given by \( G_{ab} = 8\pi T_{ab} + \rho_0 \delta_{ab} \) where \( \rho_0 \) has to be a constant because of the conditions \( \nabla_a G^{ab} = 0 = \nabla_a T^{ab} \). Hence the thermodynamic principle leads uniquely to Einstein’s equation with a cosmological constant in four-dimensions. Note, however, that equation (3) has a new symmetry and is invariant [44, 45] under the transformation \( T_{ab} \rightarrow T_{ab} + \lambda \delta_{ab} \) which the standard Einstein’s theory does not possess. (This has important implications for the cosmological constant problem [46] which we will discuss in section 7.5.) In \( D > 4 \), the same entropy maximization leads to a more general class of theories called Lanczos–Lovelock models (see section 3.6).

We can now remedy another conceptual shortcoming of the conventional approach. An unsatisfactory feature of all theories of gravity is that the field equations do not have any direct physical interpretation. The lack of an elegant principle which can lead to the dynamics of gravity (‘how matter tells spacetime to curve’) is quite striking when we compare this situation with the kinematics of gravity (‘how spacetime makes the matter move’). The latter can be determined through the principle of equivalence by demanding that all freely falling observers, at all events in spacetime, must find that the equations of motion for matter reduce to their special relativistic form.

In the alternative perspective, equation (3) arises from our demand that the thermodynamic extremum principle should hold for all local Rindler observers. This is in contrast to the manner in which freely falling observers are used to determine...
2. Gravity and its horizons

2.1. The Rindler horizon in flat spacetime

The simplest context in which a horizon arises for a class of observers occurs in the flat spacetime itself. Consider the standard flat spacetime metric with Cartesian coordinates in the $X-T$ plane given by

$$ds^2 = -dT^2 + dX^2 + dL^2_\perp,$$

where $dL^2_\perp$ is the line element in the transverse space. The lines $X = \pm T$ divide the $X-T$ plane into four quadrants (see figure 1) marked the right ($R$) and left ($L$) wedges as well as the past ($P$) and future ($F$) of the origin. We now introduce two new coordinates $(t, l)$ in place of $(T, X)$ in all the four quadrants through the transformations:

$$\kappa T = \sqrt{2\kappa l} \sinh(\kappa t); \quad \kappa X = \pm \sqrt{2\kappa l} \cosh(\kappa t)$$

for $|X| > |T|$ with the positive sign in $R$ and negative sign in $L$ and

$$\kappa T = \pm \sqrt{-2\kappa l} \cosh(\kappa t); \quad \kappa X = \sqrt{-2\kappa l} \sinh(\kappa t)$$

for $|X| < |T|$ with the positive sign in $F$ and negative sign in $P$. Clearly, $l < 0$ is used in $F$ and $P$. With these transformations, the metric in all the four quadrants can be expressed in the form

$$ds^2 = -2\kappa \, dt^2 + \frac{dl^2}{2\kappa l} + dL^2_\perp.$$  

Figure 1 shows the geometrical features of the coordinate systems from which we see that: (a) the coordinate $t$ is timelike and $l$ is spacelike in equation (7) only in $R$ and $L$ where $l > 0$ with their roles reversed in $F$ and $P$ with $l < 0$, (b) A given value of $(t, l)$ corresponds to a pair of points in $R$ and $L$ for $l > 0$ and to a pair of points in $F$ and $P$ for $l < 0$. (c) The surface $l = 0$ acts as a horizon for observers in $R$. In particular, observers who are stationary in the new coordinates with $l = \text{constant}$, $x_\perp = \text{constant}$ will follow a trajectory $X^2 - T^2 = 2/l/\kappa$ in the $X-T$ plane. These are trajectories of observers moving with constant proper acceleration in the inertial frame who perceive a horizon at $l = 0$. Such observers are usually called Rindler observers and the metric in equation (7) is called the Rindler metric. (The label $N$ in figure 1 corresponds to $N = \sqrt{2\kappa |l|}$.)

2.2. The Rindler frame as the near-horizon limit

The Rindler frame will play a crucial role in our future discussions for two reasons. First, one can introduce Rindler observers even in curved spacetime in any local region. To do this, we first transform to the locally inertial frame (with coordinates $T, X$) around that event and then introduce the local Rindler frame with coordinates $(t, l)$ by the transformations in equations (5) and (6). Such a local notion is approximate but will prove to be valuable in our future discussions because it can be introduced around any event in any curved spacetime. Second, the Rindler (like) transformations work for a wide variety of spherically symmetric solutions to gravitational field equations. This general class of spacetimes can be expressed by a metric of the form

$$ds^2 = -f(r) \, dt^2 + \frac{dr^2}{f(r)} + dL^2_\perp.$$
where the function \( f(r) \) has a simple zero at some point \( r = a \) with a non-zero first derivative \( f'(a) \equiv 2\kappa \). A Taylor series expansion of \( f \) near \( r = a \) gives \( f \approx 2\kappa l \) with \( l = r - a \). It is, therefore, obvious that near the horizon, located at \( r = a \), all these metrics can be approximated by the Rindler metric in equation (7). Hence Rindler metric is useful in the study of spacetime near the horizon in several exact solutions. (We are assuming that \( f'(a) \neq 0 \); there are certain solutions—called extremal horizons—in which this condition is violated and \( f'(a) = 0 \); we will not discuss them in this review.)

In the above analysis we started from a flat spacetime expressed in standard inertial coordinates and then introduced the transformation to Rindler coordinates. This transformation, in turn, brought in a pathological behaviour for the metric at \( l = 0 \). Alternatively, if we were given the metric in Rindler coordinates in the form of equation (7) we could have used the transformation in equations (5) and (6) to remove the pathological behaviour of the metric. In such a process we would have also discovered that a given value of \((t,l)\) actually corresponds to a pair of events in the full spacetime thereby ‘doubling up’ the manifold. This process is called analytic extension.

In the case of metrics given by equation (8) the pathology at \( f = 0 \) is similar to the pathology of the Rindler metric at \( l = 0 \). Just as one can eliminate the latter by analytic extension, one can also eliminate the singularity at \( r = a \) in the metric in equation (8) by suitable coordinate transformation. Consider, for example, the transformations from \((t,r)\) to \((T,X)\) by the equations

\[
\kappa X = e^{\xi} \cosh \kappa t; \quad \kappa T = e^{\xi} \sinh \kappa t; \quad \xi \equiv \int \frac{dr}{f(r)}.
\]

This leads to a metric of the form

\[
ds^2 = \frac{f}{\kappa^2(X^2 - T^2)}(-dT^2 + dX^2) + dL^2_{\perp},
\]

(10)

where \( f \) needs to be expressed in terms of \((T,X)\) using the coordinate transformations. The horizon \( r = a \) now gets mapped to \( X^2 = T^2 \); but it can be shown that the factor \( f/(X^2 - T^2) \) remains finite at the horizon.

The similarity between the coordinate transformations in equations (9) and (5) is obvious. (As in the case of equation (5), one can introduce another set of transformations to cover the remaining half of the manifold by interchanging sinh and cosh factors.) The curves of constant \( r \) in the original spherically symmetric metric in equation (8) become hyperbolae in the \( T-X \) plane, just as in the case of transformation from Rindler to inertial coordinates.

2.3. Horizons in static spacetimes

In the Rindler frame (as well as near the horizon in a curved spacetime), one can introduce another coordinate system which often turns out to be useful. This is done by transforming from \((t,l)\) to \((t,x)\) where \( l = (1/2)\kappa x^2 \). Then the Rindler metric in equation (7) reduces to the form

\[
ds^2 = -\kappa^2 x^2 \, dt^2 + dx^2 + dL^2_{\perp}
\]

(11)

and the coordinate transformation transformation corresponding to equation (5) becomes

\[
T = x \sinh(\kappa t); \quad X = \pm x \cosh(\kappa t).
\]

(12)
The form of the metric in equation (11) also arises in a wide class of static (and stationary, though we will not discuss this case) spacetimes with the following properties: (i) the metric is static in the given coordinate system, \( g_{\alpha\beta} = 0, g_{\alpha\beta}(t, x) = g_{\alpha\beta}(x) \); (ii) \( g_{00}(x) = -N^2(x) \) vanishes on some 2-surface \( \mathcal{H} \) defined by the equation \( N^2 = 0 \); (iii) \( \partial_t N \) is finite and non-zero on \( \mathcal{H} \) and (iv) all other metric components and curvature remain finite and regular on \( \mathcal{H} \). The line element will now be

\[
\text{d}s^2 = -N^2(x^\alpha) \text{d}t^2 + y_{\alpha\beta}(x^\gamma) \text{d}x^\alpha \text{d}x^\beta. \tag{13}
\]

The comoving observers in this frame have trajectories \( x = \) constant, four velocity \( u_\alpha = -N \delta^0_\alpha \) and four acceleration

\[
a^\alpha = u^\mu \nabla_\mu u^\nu (0, \alpha) \text{ which has the purely spatial components } a_\alpha = (\partial_\alpha N)/N. \]

The unit normal \( n_\alpha \) to the \( N \) constant surface is given by \( n_\alpha = \partial_\alpha N (g^{\mu\nu} \partial_\mu N \partial_\nu N)^{-1/2} = a_\alpha (a_\beta a^\beta)^{-1/2} \). A simple computation now shows that the normal component of the acceleration \( a^\alpha n_\alpha = a^\alpha n_\alpha \), \( \text{‘redshifted’ by a factor } N \), has the value

\[
N (n_\alpha a^\alpha) = (g^{\alpha\beta} a_\alpha a_\beta N)^{1/2} \equiv Na(x), \tag{14}
\]

where the last equation defines the function \( a \). From our assumptions, it follows that on the horizon \( N = 0 \), this quantity has a finite limit \( Na \rightarrow \kappa \); where \( \kappa \) is called the surface gravity of the horizon.

These static spacetimes, however, have a more natural coordinate system defined in terms of the level surfaces of \( N \). That is, we transform from the original space coordinates \( x^\mu \) in equation (13) to the set \( (N, y^A) \), \( A = 2, 3 \) by treating \( N \) as one of the spatial coordinates—which is always possible locally. The \( y^A \) denotes the two transverse coordinates on the \( N = \) constant surface. The line element in the new coordinates will be

\[
\text{d}s^2 = -N^2 \text{d}r^2 + \frac{N^2}{(Na)^2} + \sigma_{AB} \left( (\text{d}y^A - \frac{a^A}{Na} \text{d}N) \right)^2 \times \left( (\text{d}y^B - \frac{a^B}{Na} \text{d}N) \right), \tag{15}
\]

where \( a^A \) etc are the components of the acceleration in the new coordinates. The original seven degrees of freedom in \( (N, y^A) \) are now reduced to six degrees of freedom in \( (a, a^A, \sigma_{AB}) \), because of our choice for \( g_{\alpha\beta} \). In equation (15) the form of the metric in terms of the magnitude of acceleration \( a \), the transverse components \( a^A \) and the metric \( \sigma_{AB} \) on the two-surface and maintains the \( r \) independence. The \( N \) is now merely a coordinate and the spacetime geometry is described in terms of \( (a, a^A, \sigma_{AB}) \) all of which are, in general, functions of \( (N, y^A) \). In spherically symmetric spacetimes with horizon, for example, we will have \( a = a(N) \), \( a^A = 0 \) if we choose \( y^A = (0, \phi) \). Important features of dynamics are usually encoded in the function \( a(N, y^A) \). Near the \( N \rightarrow 0 \) surface, \( Na \rightarrow \kappa \), the surface gravity, and the metric reduces to

\[
\text{d}s^2 = -N^2 \text{d}r^2 + \frac{N^2}{(Na)^2} + \text{d}L_+^2 \approx -N^2 \text{d}t^2 + \frac{N^2}{\kappa^2} + \text{d}L_+^2, \tag{16}
\]

where the second equality is applicable close to \( \mathcal{H} \). This is the same metric as in equation (11) if we set \( N = \kappa x \).

A wide class of metrics with horizon can be mapped to the Rindler form near the horizon.

The form of the metric in equation (11) is particularly useful to study the analytic continuation to imaginary values of time coordinate. If we denote \( T_E = iT, t_E = it \), then, in the right wedge \( \mathcal{R} \), the transformations become

\[
T_E = x \sin((\kappa t_E)), \quad X = x \cos((\kappa t_E)), \tag{17}
\]

which are just the coordinate transformation from the Cartesian coordinates \((T_E, X)\) to the polar coordinates \((\theta = \kappa t_E, x)\) in a two-dimensional plane. To avoid a conical singularity at the origin, it is necessary that \( \theta \) is periodic with period \( 2\pi \), which—in turn—requires \( t_E \) to be periodic with period \( 2\pi/\kappa \). We will see later that such a periodicity in the imaginary time signals the existence of non-zero temperature.

### 2.4. Exponential redshift and thermal power spectrum

Another generic feature of the horizons we have defined is that they act as surfaces of infinite redshift. To see this, consider the redshift of a photon emitted at \((t_c, N_c, y^A)\), where \( N_c \) is close to the horizon surface \( \mathcal{H} \), and is observed at \((t, N, y^A)\). The frequencies at emission \( \omega(t_c) \) and detection \( \omega(t) \) are related by \( [\omega(t)/\omega(t_c)] = [N_c/N] \). The radial trajectory of the outgoing photon is given by \( \text{d}s^2 = 0 \) which integrates to

\[
t - t_c = \int_{N_c}^{N} \frac{dN}{N^2 a} \approx \frac{1}{\kappa} \ln \frac{N_c}{\kappa} + \text{constant}, \tag{18}
\]

where we have approximated the integral by the dominant contribution near \( N_c \). This gives \( N_c \propto \exp(-\kappa t) \), leading to the exponentially redshifted frequency

\[
\omega(t) \propto N_c \propto \exp(-\kappa t), \tag{19}
\]

detected by an observer at a fixed \( N \) as a function of \( t \).

Such an exponential redshift is also closely associated with the emergence of a temperature in the presence of a horizon. To see this, let us consider how an observer in Rindler frame (or, more generally, in the spherically symmetric frame with the metric given by equation (8)) will view a monochromatic plane wave moving along the \( X \)-axis in the inertial frame (or, more generally, in the analytically extended coordinates). Such a scalar wave can be represented by \( \phi(T, X) = \exp[-i\Omega(T - X)] \) with \( \Omega > 0 \). Any other observer who is inertial with respect to the \( X \) = constant observer will see this as a monochromatic wave, though with a different (Doppler-shifted) frequency. But an accelerated observer, at \( N = N_0 \) constant using her proper time \( \tau \equiv N_0 d \) will see the same mode as varying as

\[
\phi = \phi(T(t), X(t)) = \exp[i\Omega q e^{-\kappa t'}] \]

\[
= \exp[i\Omega \exp(-\kappa/\kappa(N_0)\tau)] \approx \exp[i\Omega \exp(-\kappa/N_0)(\kappa t)], \tag{20}
\]

where we have used equation (9) and defined \( q \equiv \kappa^{-1} \exp(\kappa \xi) \). This is clearly not monochromatic and has a frequency which is being exponentially redshifted in time. The power spectrum
of this wave is given by \( P(ν) = |f(ν)|^2 \) where \( f(ν) \) is the Fourier transform of \( φ(τ) \) with respect to \( τ \):
\[
φ(τ) = \int_{-∞}^{∞} \frac{dν}{2π} f(ν)e^{-iντ} = \int_{0}^{∞} \frac{dν}{2π} \left[ A(ν)e^{-iντ} + B(ν)e^{iντ} \right] \tag{21}
\]
with \( A(ν) = f(ν) \) and \( B(ν) = f(-ν) \). Because of the exponential redshift, this power spectrum will not vanish for \( ν < 0 \) leading to \( B \neq 0 \). Evaluating this Fourier transform (by changing to the variable \( \Omega τ \exp[-(\kappa/N)τ] = z \) and analytically continuing to \( \text{Im} z \) one gets
\[
f(ν) = (N_0/κ)(Ωτ)^{iN_0/κ} \Gamma(-iνN_0/κ)e^{πνN_0/2κ}. \tag{22}
\]
This leads to the remarkable result that the power, per logarithmic band in frequency, at negative frequencies is a Planckian at temperature \( T = (κ/2π N_0) \):
\[
νlB(ν)^2 = νl|f(−ν)|^2 = \frac{β}{ν^2} - 1; \quad β = \frac{2π N_0}{κ}. \tag{23}
\]
Although \( f(ν) \) in equation (22) depends on \( Ω \), the power spectrum \( |f(ν)|^2 \) is independent of \( Ω \); monochromatic plane waves of any frequency (as measured by the freely falling observers with \( X = \text{constant} \) will appear to have Planckian power spectrum in terms of the (negative) frequency \( ν \), defined with respect to the proper time of the accelerated observer located at \( ν = N_0 = \text{constant} \). The scaling of the temperature \( β^{-1} \propto N_0^{-1} \propto |r(N)|^{-1/2} \) is precisely what is expected in general relativity for temperature. (Similar results also arise in the case of real wave with \( ω \propto \cos Ω(T - X) \); see [47, 48].)

We saw earlier (see equation (18)) that waves propagating from a region near the horizon will undergo exponential redshift. An observer detecting this exponentially redshifted radiation at late times \((t \rightarrow ∞)\), originating from a region close to \( H \) will attribute to this radiation a Planckian power spectrum given by equation (23). This result lies at the foundation of associating a temperature with a horizon.

The Planck spectrum in equation (23) is in terms of the frequency and \( β \propto c/κ \) has the (correct) dimension of time; no \( h \) appears in the result. If we now switch the variable to energy and write \( βν = (β/h)(ντ) = (β/h)E \), then one can identify a temperature \( k_0 T = (κh/2πc) \) which scales with \( h \). This ‘quantum mechanical’ origin of temperature is superficial because it arises merely because of a change in units from \( ν \) to \( E \). An astronomer measuring frequency rather than photon energy will see the spectrum in equation (23) as Planckian without any quantum mechanical input. The real role of quantum theory is not in the conversion of frequency to energy but in providing the complex wave in the inertial frame. It represents the vacuum fluctuations of the quantum field.

### 2.5. Field theory near the horizon: dimensional reduction

The fact that \( g_{00} = N^2 \rightarrow 0 \) on the horizon leads to several interesting conclusions regarding the behaviour of any classical (or quantum) field near the horizon. Consider, for example, an interacting scalar field in a background spacetime described by the metric in equation (15), with the action:
\[
A = -\int d^4x \sqrt{-g} \left[ \frac{1}{2} δ_0 φφ^0 φ + V \right] = \int dt dN^2 \left[ \frac{σ}{N^2a} \left( \frac{φ^2}{2} - N^2a^{-2} \left( \frac{∂φ}{∂N} \right)^2 \right) \right] \tag{24}
\]
where \( (∂/∂N)φ \) denotes the contribution from the derivatives in the transverse directions including cross terms of the type \( (∂_Nφ∂_Nφ) \). Near \( N = 0 \), with \( Na \sim κ \), the action reduces to the form
\[
A ∝ \int \sqrt{σ} d^2x d\xi \int dt d\xi \left[ \frac{1}{2} \left( \frac{φ^2}{4} - \left( \frac{∂φ}{∂ξ} \right)^2 \right) \right]. \tag{25}
\]
These modes are the same as \( φ = \exp A \) where \( A \) is the solution to the classical Hamilton–Jacobi equation; this equality arises because the divergence of \((1/N)\) factor near the horizon makes the WKB approximation almost exact near the horizon. The mathematics involved in this phenomenon is fundamentally the same as the one which leads to the ‘no-hair-theorems’ (see, e.g. section 3 of [49, 50]). The solutions to the field equations near \( H \) are plane waves in the \((t, ξ)\) coordinates:
\[
φ_± = \exp[−iω(t ± ξ)] = N^{±iω/κ}e^{−ioτ}. \tag{26}
\]
These modes are also the same as \( φ = \exp A \) where \( A \) is the solution to the classical Hamilton–Jacobi equation; this equality arises because the divergence of \((1/N)\) factor near the horizon makes the WKB approximation almost exact near the horizon. The mathematics involved in this phenomenon is fundamentally the same as the one which leads to the ‘no-hair-theorems’ (see, e.g. section 3 of [49, 50]). The solutions to the field equations near \( H \) are plane waves in the \((t, ξ)\) coordinates:
\[
\phi_± = \exp[−iω(t ± ξ)] = N^{±iω/κ}e^{−ioτ}. \tag{26}
\]
Second, the relevant metric \( d^2s^2 = -N^2 dτ^2 + (dN/N)^2 \) in the \( t \sim N \) plane is also invariant, up to a conformal factor, to the metric obtained by \( N \sim 1/N \):
\[
ds^2 = -N^2 dτ^2 + \frac{dN^2}{κ^2} = \frac{1}{ρ^2} \left( -ρ^2 dτ^2 + \frac{dφ^2}{κ^2} \right). \tag{27}
\]
Since the two-dimensional field theory is conformally invariant, if \( φ(t, N) \) is a solution, then \( φ(t, 1/N) \) is also a solution. This is clearly true for the solution in equation (26). Since \( N \) is a coordinate in our description, this connects up
the infrared behaviour of the field theory with the ultraviolet behaviour.

More directly, we note that the symmetries of the theory enhance significantly near the \( N = 0 \) hypersurface. Conformal invariance, similar to the one found above, occurs in the gravitational sector as well. Defining \( q = -\xi \) by \( dq = -dN/N(Na) \), we see that \( N \approx \exp(-\kappa q) \) near the horizon, where \( Na \approx \kappa \). The space part of the metric in equation (15) becomes, near the horizon \( dl^2 = N^2(dx^2 + e^{2q}dL^2) \) which is conformal to the metric of the anti-De Sitter (AdS) space. The horizon becomes the \( q \rightarrow 0 \) hypersurface. The topology of this AdS space. These results hold in any dimension. There is a strong indication that most of the results related to horizons will arise from the enhanced symmetry of the theory near the \( N = 0 \) surface (see, e.g. \([53–56]\) and references cited therein). One can construct the metric in the bulk by a Taylor series expansion, from the form of the metric near the horizon, along the lines of exercise 1 (p 290) of \([57]\) to demonstrate the enhanced symmetry. These results arise because, algebraically, \( N \rightarrow 0 \) makes certain terms in the diffeomorphisms vanish and increases the symmetry. This fact will prove to be useful in section 5.2.

2.6. Three specific examples of horizons

For the sake of reference, we briefly describe three specific solutions to Einstein’s equations with horizons having a metric of the form in equation (8), namely, the Rindler, Schwarzschild and de Sitter spacetimes. In each of these cases, the metric can be expressed in the form of equation (8) with different forms of \( f(l) \) given in table 1. All these cases have only one horizon at some surface \( l = l_0 \) and the surface gravity \( \kappa \) is well defined. (We have relaxed the condition that the horizon occurs at \( l = 0 \); hence \( \kappa \) is defined as \((1/2)f'1 \) evaluated at the location of the horizon, \( l = l_0 \).) The coordinate transformations relevant for analytic extension of these three spacetimes are also given in table 1. The coordinates \((T, X)\) are well behaved near the horizon while the original coordinate system \((t, l)\) is singular at the horizon. Figure 1 describes all the three cases of horizons which we are interested in, with suitable definition for the coordinates.

The horizons with the above features arise in Einstein’s theory as well as in more general theories of gravity. While the detailed properties of the spacetimes in which these horizons occur are widely different, there are some key features shared by all the horizons we are interested in, which is worth summarizing.

In all these cases, there exists a Killing vector field \( \xi^a \) which is timelike in part of the manifold with the components \( \xi^a = (1, 0, 0, 0) \) in the Schwarzschild-type static coordinates. The norm of this field \( \xi^a \xi_a \) vanishes on the horizon that acts as a bifurcation surface \( \mathcal{H} \). Hence, the points of \( \mathcal{H} \) are fixed points of the Killing field. Further the surface gravity \( \kappa \) of the horizon can be defined using the ‘acceleration’ of the Killing vector by

\[
\xi^b \nabla_b \xi^a = \kappa \xi^a. \tag{28}
\]

When defined in this manner, the value of \( \kappa \) depends on the normalization chosen for \( \xi^a \). (If we rescale \( \xi^a \rightarrow \mu \xi^a \), the surface gravity also scales as \( \kappa \rightarrow \mu \kappa \). Very often, however, we will be interested in the combination \( \xi^a / \kappa \), which is invariant under this scaling.

In these spacetimes, there exists a spacelike hypersurface \( \Sigma \) which includes \( \mathcal{H} \) and is divided by \( \mathcal{H} \) into two pieces \( \Sigma_R \) and \( \Sigma_L \), the intersection of which is in fact \( \mathcal{H} \). In the case of black hole manifold, for example, \( \Sigma \) is the \( T = 0 \) surface, \( \Sigma_R \) and \( \Sigma_L \) are parts of it in the right and left wedges and \( \mathcal{H} \) corresponds to the \( l = 2M \) surface. The topology of \( \Sigma_R \) and \( \mathcal{H} \) depends on the details of the spacetime but \( \mathcal{H} \) is assumed to have a non-zero surface gravity. Given this structure it is possible to generalize most of the results we will be discussing in the later sections.

Finally, to conclude this section, we shall summarize a series of geometrical facts related to the Rindler frame and the Rindler horizons which will turn out to be useful in our future discussions. Although we will present the results in the context of a two-dimensional Rindler spacetime, most of the ideas have a very natural generalization to other bifurcation horizons. We begin with the metric for the Rindler spacetime expressed in different sets of coordinates:

\[
ds^2 = -dT^2 + dX^2 = -dU \, dV = -e^{\kappa(u-v)} \, du \, dv
dS^2 = -\kappa l \, dt^2 + \frac{dl^2}{2\kappa l^2}. \tag{29}
\]

The coordinate transformations relating these have been discussed earlier. In particular, note that the null coordinates in the two frames are related by \( U = T - X = -\kappa^{-1}e^{-\kappa u} \).
Another natural vector which arises in the Rindler frame is \( \xi^a \). We will now introduce several closely related vectors and their properties.

(i) Let \( k^a \) be a future directed null vector with components proportional to \((1, 1)\) in the inertial frame. The corresponding affinely parametrized null curve can be taken to be \( x^a = \kappa X(1, 1)_l \) with \( X \) being the affine parameter and subscript \( I \) (or \( R \)) indicates the components in the inertial (or Rindler) frame.

(ii) We also have the natural Killing vector \( \xi^a \) corresponding to translations in the Rindler time coordinate. This vector has the components, \( \xi^a = (1, 0)_R = \kappa (X, T)_I \) and \( \xi^a \xi_a = -2 \kappa l = -N^2 \). This shows that the bifurcation horizon \( H \) is at the location where \( \xi^a \xi_a = 0 \). The ‘acceleration’ of this Killing vector is given by \( a^i = \xi^b \nabla_b \xi^i = \kappa^2 (T, X)_I \) and hence, on the horizon, \( a^i = \kappa \xi^i \) consistent with equation (28). It is also easy to see that, on the horizon, \( \xi^a \rightarrow \kappa Xk^a \) with \( k^a = (1, 1)_l \).

(iii) Another natural vector which arises in the Rindler frame is the four-velocity \( u^a \) of observers, moving along the orbits of the Killing vector \( \xi^a \). On the horizon \( H \), this four-velocity has the limiting behaviour \( Nu^a \rightarrow \kappa Xk^a \).

(iv) Lastly, we introduce the unit normal \( r_o \) to \( l = \text{constant} \) surface, which also has the limiting behaviour \( Nr_o \rightarrow \kappa Xk^a \) when we approach the horizon. It therefore follows that \( Nu^i, Nr^i, a^i \) and \( \xi^i \) all tend to vectors proportional to \( k^i \) on the horizon. These facts will prove to be useful in our later discussions.

3. Thermodynamics of horizon: a first look

We shall now provide a general argument which associates a non-zero temperature with a bifurcation horizon. This argument, originally due to Lee ([58]; also see [59]) is quite powerful and elegant and applies to all the horizons which we will be interested in. It uses techniques from path integral approach to quantum field theory, which we shall first review briefly.

3.1. Review of path integral approach

It is known in quantum mechanics that the net probability amplitude \( K(2; 1) \) for the particle to go from the event \( P_1 \) to the event \( P_2 \) is obtained by adding up the amplitudes for all the paths connecting the events:

\[
K(P_2; P_1) = K(t_2, q_2; t_1, q_1) = \sum_{\text{paths}} \exp[iA(\text{path})],
\]

where \( A(\text{path}) \) is the action evaluated for a given path connecting the end points \( P_1 \) and \( P_2 \). The addition of the amplitudes allows for the quantum mechanical interference between the paths. The quantity \( K(t_2, q_2; t_1, q_1) \) contains the full dynamical information about the quantum mechanical system. Given \( K(t_2, q_2; t_1, q_1) \) and the initial amplitude \( \psi(t_1, q_1) \) for the particle to be found at \( q_1 \), we can compute the wave function \( \psi(t, q) \) at any later time by the usual rules for combining the amplitudes:

\[
\psi(t, q) = \int dq_1 K(t, q; t_1, q_1) \psi(t_1, q_1).
\]

The above expressions continue to hold even when we deal with several degrees of freedom \( q_1, q_2, \ldots \), which may still be collectively denoted as \( q = [q_1] \); it is understood that the integral in equation (31) has to be performed over all the degrees of freedom.

To obtain the corresponding results in field theory, one needs to go from a discrete set of degrees of freedom (labelled by \( i = 1, 2, \ldots \)) to a continuum of variables denoting the coordinates \( x \) in a spacelike hypersurface. In this case the dynamical variable at time \( t = t_1 \) is the field configuration \( q(x) \). (For every value of \( x \) we have one degree of freedom.)

The integral in equation (31) now becomes a functional integral over the initial field configuration and equation (31) becomes

\[
\psi(t, q(x)) = \int Dq_1 K(t, q(x); t_1, q_1(x)) \psi(t_1, q_1(x)).
\]

We shall, however, not bother to indicate this difference between field theory and point quantum mechanics and will continue to work with the latter since the generalizations will be quite obvious by context.

We will next obtain a relation between the ground state wave function of the system and the path integral kernel which will prove to be useful. In the conventional approach to quantum mechanics, using the Heisenberg picture, we will describe the system in terms of the position and momentum operators \( \hat{q} \) and \( \hat{p} \). Let \( |q, t\rangle \) be the eigenstate of the operator \( \hat{q}(t) \) with eigenvalue \( q \). The kernel—which represents the probability amplitude for a particle to propagate from \( (t_1, q_1) \) to \( (t_2, q_2) \)—can be expressed, in a more conventional notation, as the matrix element:

\[
K(t_2, q_2; t_1, q_1) = |q_2, 0\rangle \exp[-i\hat{H}(t_2 - t_1)]|0, q_1\rangle.
\]

where \( \hat{H} \) is the time-independent Hamiltonian describing the system. This relation allows one to represent the kernel in terms of the energy eigenstates of the system. We have

\[
K(T, q_2; 0, q_1) = |q_2, 0\rangle \exp[-iHT] |0, q_1\rangle
= \sum_{n,m}^\infty \psi_n(q_2)\psi_n^\ast(q_1) \exp(-E_n T),
\]

where \( \psi_n(q) = \langle q|E_n\rangle \) is the \( n \)th energy eigenfunction of the system under consideration. Equation (34) allows one to express the kernel in terms of the eigenfunctions of the Hamiltonian. For any Hamiltonian which is bounded from below it is convenient to add a constant to the Hamiltonian so that the ground state—corresponding to the \( n = 0 \) term in the above expression—has zero energy. We shall assume that this is done. Next, we will analytically continue the expression in equation (34) to imaginary values of \( T \) by writing \( i T = T_E \). The Euclidean kernel obtained from equation (34) has the form

\[
K_E(T_E, q_2; 0, q_1) = \sum_n \psi_n(q_2)\psi_n^\ast(q_1) \exp(-E_n T_E).
\]

Suppose we now set \( q_1 = q, q_2 = 0 \) in the above expression and take the limit \( T_E \rightarrow \infty \). In the large time limit, the

\[
V = T + K = \kappa^{-1} \psi^\ast \psi.\]
exponential will suppress all the terms in the sum except the one with $E_n = 0$ which is the ground state for which the wave function is real. We, therefore, obtain the result
\[ \lim_{T \to \infty} K(T, 0; 0, q) \approx \psi_0(0) \psi_0(q) \propto \psi_0(q). \] (36)

Hence the ground state wave function can be obtained by analytically continuing the kernel into imaginary time and taking a suitable limit. The proportionality constant in equation (36) is irrelevant since it can always be obtained by normalizing the wave function $\psi_0(q)$. Hence we have
\[ \psi(q) \propto K(\infty, 0; 0, q) = K(0, q; -\infty, 0). \] (37)

where, in the arguments of $K$, the first one refers to Euclidean time and the second one refers to the dynamical variable. The last equality is obtained by noting that in equation (36) we can take the limit $T \to \infty$ either by ($t_2 \to \infty, t_1 = 0$) or by ($t_2 = 0, t_1 \to -\infty$). This result holds for any closed system with bounded Hamiltonian. Expressing the kernel as a path integral we can write this result in the form
\[ \psi_0(q) = \int_{T_0 = 0}^{T} Dq \ e^{-\beta E_n}. \] (38)

This formula is also valid in field theory if $q$ is replaced by the field configuration $q(x)$.

The analytic continuation to imaginary values of time also has close mathematical connections with the description of systems in thermal bath. To see this, consider the mean value of some observable $O(q)$ of a quantum mechanical system. If the system is in an energy eigenstate described by the wave function $\psi_n(q)$, then the expectation value of $O(q)$ can be obtained by integrating $O(q) |\psi_n(q)\rangle^\dagger$ over $q$. If the system is in a thermal bath at temperature $\beta^{-1}$, described by a canonical ensemble, then the mean value has to be computed by averaging over all the energy eigenstates as well with a weightage $\exp(-\beta E_n)$. In this case, the mean value can be expressed as
\[ \langle O \rangle = \frac{1}{Z} \sum_n \int dq \ \psi_n(q) O(q) \psi_n^\ast(q) e^{-\beta E_n} \]
\[ = \frac{1}{Z} \int dq \ \rho(q, q) O(q), \] (39)

where $Z$ is the partition function and we have defined a density matrix $\rho(q, q')$ by
\[ \rho(q, q') \equiv \sum_n \psi_n(q) \psi_n^\ast(q') e^{-\beta E_n} \] (40)
in terms of which we can rewrite equation (39) as
\[ \langle O \rangle = \frac{\text{Tr}(\rho O)}{\text{Tr}(\rho)}, \] (41)

where the trace operation involves setting $q = q'$ and integrating over $q$. This standard result shows how $\rho(q, q')$ contains information about both thermal and quantum mechanical averaging. Comparing equation (40) with equation (34) we find that the density matrix can be immediately obtained from the Euclidean kernel by
\[ \rho(q, q') = K_E(\beta, q; 0, q') \] (42)

with the Euclidean time acting as inverse temperature.

\[ \langle \text{vac}|\phi_L, \phi_R\rangle \propto \langle \phi_L|e^{-\pi H_E/k}\ |\phi_R\rangle. \] (43)

as we shall see below.

To provide a simple proof of equation (43), let us consider the ground state wave functional $\langle \text{vac}|\phi_L, \phi_R\rangle$ in the extended spacetime expressed as a path integral. From equation (38) we know that the ground state wave functional can be represented...
as a Euclidean path integral of the form
\[ \langle \phi | q \rangle \propto \int_{T_E=0; \phi=0}^{T_E=\infty; \phi=0} D\phi e^{-A}, \]  
(44)
where \( T_E = iT \) is the Euclidean time coordinate and we have denoted the field configuration on the \( T = 0 \) hypersurface by \( q(x) \). But we know that this field configuration can also be specified uniquely by specifying \( \phi_l(x) = q(x) \) with \( x < 0 \) and \( \phi_R(x) = q(x) \) with \( x > 0 \). Hence we can write the above result in terms of \( \phi_L \) and \( \phi_R \) as
\[ \langle \phi | \phi_L, \phi_R \rangle \propto \int_{T_E=0; \phi=0}^{T_E=\infty; \phi=\phi_L} D\phi e^{-A}. \]  
(45)
From figure 2 it is obvious that this path integral could also be evaluated in the polar coordinates by varying the angle \( \theta = \kappa t_0 \) from 0 to \( \pi \). When \( \theta = 0 \) the field configuration corresponds to \( \phi = \phi_R \) and when \( \theta = \pi \) the field configuration corresponds to \( \phi = \phi_L \). Therefore, equation (45) can also be expressed as
\[ \langle \phi | \phi_L, \phi_R \rangle \propto \int_{\kappa t_0=0; \phi=\phi_L}^{\kappa t_0=\pi; \phi=\phi_R} D\phi e^{-A}. \]  
(46)
But in the Heisenberg picture, ‘rotating’ from \( \kappa t_0 = 0 \) to \( \kappa t_0 = \pi \) is a time evolution governed by the Rindler Hamiltonian \( H_R \). So the path integral expression (46) can be represented as a matrix element of the Rindler Hamiltonian \( H_R \) giving us the result:
\[ \langle \phi | \phi_L, \phi_R \rangle \propto \int_{\kappa t_0=0; \phi=\phi_L}^{\kappa t_0=\pi; \phi=\phi_R} D\phi e^{-A} = \langle \phi_L | e^{-\pi H_R/\kappa} | \phi_R \rangle. \]  
(47)
proving equation (43).

If we denote the proportionality constant in equation (43) by \( C \), then the normalization condition
\[ 1 = \int D\phi_L D\phi_R \langle \phi_L | \phi_L, \phi_R \rangle^2 = \int D\phi_L D\phi_R \langle \phi_L | \phi_L, \phi_R \rangle \langle \phi_L, \phi_R | \phi_L \rangle = C^2 \int D\phi_L D\phi_R \langle \phi_L | e^{-\pi H_R/\kappa} | \phi_R \rangle \langle \phi_R | e^{-\pi H_R/\kappa} | \phi_L \rangle \]  
(48)
fixes the proportionality constant \( C \), allowing us to write equation (43) in the form:
\[ \langle \phi_L | \phi_L, \phi_R \rangle = \frac{\langle \phi_L | e^{-\pi H_R/\kappa} | \phi_R \rangle}{\text{Tr}(e^{-\pi H_R/\kappa})^{1/2}}. \]  
(49)
From this result, we can compute the density matrix for observations confined to the Rindler wedge \( R \) by tracing out the field configuration \( \phi_L \) on the left wedge. We get
\[ \rho(\phi_R, \phi_R') = \int D\phi_L \langle \phi_L | \phi_L, \phi_R \rangle \langle \phi_L, \phi_R' | \phi_L \rangle \]  
(50)
Thus, tracing over the field configuration \( \phi_L \) in the region behind the horizon leads to a thermal density matrix \( \rho \propto \exp[-(2\pi/\kappa) H_R] \) for the observables in \( R \).

The main ingredients which have gone into this result are the following. (i) The singular behaviour of the \( (t, x) \) coordinate system near \( x = 0 \) divides the \( T = 0 \) hypersurface into two separate regions. (ii) In terms of real \( (t, x) \) coordinates, it is not possible to distinguish between the points \((T, X)\) and \((-T, -X)\) but the complex transformation \( t \rightarrow t \pm i\pi \) maps the point \((T, X)\) to the point \((-T, -X)\). That is, a rotation in the complex plane \((Re t, Im t)\) encodes the information contained in the full \( T = 0 \) plane.

In fact, one can obtain the expression for the density matrix directly from path integrals along the following lines. We begin with the standard relation in equation (37) which gives
\[ \langle \phi | q \rangle = K(\infty, 0; 0, q) = K(0, q; -\infty, 0) = \langle \phi_L, \phi_R \rangle. \]  
(51)
where, in the arguments of \( K \), the first one refers to Euclidean time and the second one refers to the dynamical variable. The density matrix used by the observer in the right wedge can be expressed as the integral
\[ \rho(\phi_R, \phi_R') = \int D\phi_L \langle \phi_L | \phi_L, \phi_R \rangle \langle \phi_L, \phi_R' | \phi_L \rangle \]  
(52)
\[ = \int D\phi_L K(0, (0, 0); 0, (\phi_L, \phi_R)) K(0, (\phi_L, \phi_R'); -\infty, (0, 0)), \]  
where we explicitly decomposed \( q(x) \) into the set \( \phi_L(x), \phi_R(x) \) everywhere. The expression in the right-hand side involves the system from \( T_E = -\infty \) to \( T_E = +\infty \) with some specific restrictions on the field configuration on the \( T_E = 0 \) hypersurface. Since we are integrating over all the field configurations \( \phi_L \), it follows that there is no restriction on the field along \( x < 0 \). To handle the field configurations on \( X > 0 \), we can proceed as follows. We first note that \( T_E = 0 \) is the same as \( t_0 = 0 \) when \( x > 0 \). Instead of considering \( T_E = t_0 \) = 0, let us consider an infinitesimally displaced hypersurface \( t_0 = \epsilon \) in one of the kernels and \( t_0 = (2\pi/\kappa) - \epsilon \) in the second kernel. That is, instead of specifying \( \phi_L(x) \) and \( \phi_R(x) \) at \( t_0 = \epsilon \) we will specify \( \phi_L(x) \) at \( t_0 = \epsilon + \epsilon \) and \( \phi_R(x) \) at \( t_0 = (2\pi/\kappa) - \epsilon \). It is then obvious that the result of the integral in equation (52) is the propagation kernel that propagates \( \phi_R(x) \) at \( t_0 = \epsilon \) to \( \phi_R(x) \) at \( t_0 = (2\pi/\kappa) - \epsilon \) in the Rindler time. Taking the \( \epsilon \rightarrow 0 \) limit is now trivial and we get
\[ \rho(\phi_R, \phi_R') = \int D\phi_L \langle \phi_L | \phi_L, \phi_R \rangle \langle \phi_L, \phi_R' | \phi_L \rangle \]  
(53)
\[ = K((2\pi/\kappa), \phi_R'; 0, \phi_R) = \langle \phi_R | \exp[-(2\pi/\kappa) H_R] | \phi_R \rangle, \]  
where \( H_R \) is the Rindler Hamiltonian. Comparing the first and last expressions we find that the operator corresponding to the density matrix is just \( \rho = \exp[-(2\pi/\kappa) H_R] \). (This is an unnormalized density matrix since we have not bothered to normalize the wavefunctions.)

3.3. Complex time and the region beyond the horizon

There are two points that need to be stressed regarding the above derivation. First, the light cones described by
\[ X^2 - T^2 = 0 \] get mapped to the origin of the Euclidean sector through the equation \[ X^2 + T_\Lambda^2 = 0. \] Consequently the quadrants \( \mathcal{F} \) and \( \mathcal{P} \) disappear from the Euclidean sector—or rather, they collapse into the origin. This implies that the region beyond the horizon is not covered by the Euclidean coordinates. The second point is that even though the horizon collapses to a single point in the Euclidean sector, the Euclidean Rindler time \( t_\Lambda \) contains information about the left quadrant \( \mathcal{L} \). To see this, we only have to compare equation (12) taken with the positive sign and equation (17). When \( t \) ranges from \(-\infty \) to \(+\infty \), the coordinate \( X = x \cosh \kappa t \) remains positive. On the other hand, when the corresponding Euclidean time \( t_\Lambda \) varies from 0 to \( 2\pi /\kappa \), the coordinate \( X = \cos \kappa t_\Lambda \) covers both the right wedge \( \mathcal{R} \) and the left wedge \( \mathcal{L} \). Therefore, the range of Euclidean Rindler time from \( t_\Lambda = \pi /2\kappa \) to \( t_\Lambda = -\pi /2\kappa \) covers the region beyond the horizon [60]. It is because of this peculiar feature (which, of course, is closely related to periodicity in the imaginary time) that we can obtain the thermal effect due to horizon from the Euclidean approach. The conclusions are strengthened by a few other considerations which are worth mentioning briefly.

To begin with, note that similar results arise in a more general context for any system described by a wave function \( \Psi(t, l; E) = \exp[i\mathcal{A}(t, l; E)] \) in the WKB approximation [61]. The dependence of the quantum mechanical probability \( P(E) = |\Psi|^2 \) on the energy can be quantified in terms of the derivative

\[
\frac{\partial \ln P}{\partial E} \approx -\frac{\partial}{\partial E} 2 \text{Im} \left( \frac{\partial \mathcal{A}}{\partial E} \right)
\]

in which the dependence on \((t, l)\) is suppressed. Under normal circumstances, action will be real in the leading order approximation and the imaginary part will vanish. (One well-known counter-example is in the case of tunnelling in which the action acquires an imaginary part; equation (54) then correctly describes the dependence of tunnelling probability on the energy.) For any Hamiltonian system, the quantity \((\partial \mathcal{A}/\partial E)\) can be set to a constant \( t_0 \) to determine the trajectory of the system: \( \frac{\partial \mathcal{A}}{\partial E} = -t_0 \). Once the trajectory is known, this equation determines \( t_0 \) as a function of \( E \) [as well as \((t, l)\)]. Hence we can write

\[
\frac{\partial \ln P}{\partial E} \approx 2 \text{Im} \left[ t_0(E) \right].
\]

From the trajectory in equation (18) which is valid near the horizon, we note that \( t_0(E) \) can pick up an imaginary part if the trajectory of the system crosses the horizon. In fact, since \( \kappa t \rightarrow \kappa t - i\tau \) changes \( X \) to \(-X\) (see equations (5), (6) and (9)), the imaginary part is given by \( (-i\tau /\kappa) \) leading to \( \frac{\partial \ln P}{\partial E} = -2\tau /\kappa \). Integrating, we find that the probability for the trajectory of any system to cross the horizon, with the energy \( E \), will be given by the Boltzmann factor

\[ P(E) \propto \exp \left[ -\frac{2\pi}{\kappa} E \right] = P_0 \exp [-\beta E] \]

with temperature \( T = \kappa /2\pi \tau \). (For special cases of this general result see [62] and references cited therein.)

It is also interesting to examine how these results relate to the more formal approach to quantum field theory. The relation between quantum field theories in two sets of coordinates \((t, x)\) and \((T, X)\), related by equation (9), with the metric being static in the \((t, x)\) coordinates can be described as follows: static nature suggests a natural decomposition of wave modes as

\[ \phi(t, x) = \int du[a_\omega f_\omega(x)e^{-i\omega t} + a_\omega^* f_\omega^*(x)e^{i\omega t}] \]

in \((t, x)\) coordinates. These modes, however, behave badly (as \(e^{i\Omega t}/\kappa \); see equation (26)) near the horizon since the metric is singular near the horizon in these coordinates. We could, however, expand \( \phi(t, x) \) in terms of some other set of modes \( F_\nu(t, x) \) which are well behaved at the horizon. This could, for example, be done by solving the wave equation in \((T, X)\) coordinates and rewriting the solution in terms of \((t, x)\). This gives an alternative expansion for the field:

\[ \phi(t, x) = \int du[A_\nu F_\nu(t, x) + A_\nu^* F_\nu^*(t, x)]. \]

Both these sets of creation and annihilation operators define two different vacuum states \( a_\omega [0]_\omega = 0, A_\nu [0]_\nu_A = 0 \). The modes \( F_\nu(t, x) \) will contain both positive and negative frequency components with respect to \( t \) while the modes \( f_\omega(x)e^{-i\omega t} \) are pure positive frequency components. The positive and negative frequency components of \( F_\nu(t, x) \) can be extracted through the Fourier transforms:

\[ a_\omega = \int_{-\infty}^{\infty} dx e^{-i\omega t} F_\nu(t, x); \quad \beta_\omega = \int_{-\infty}^{\infty} dx e^{-i\omega t} F_\nu^*(t, x). \]

where \( x_\tau \) is some convenient fiducial location far away from the horizon. One can think of \( |\alpha_\omega|^2 \) and \( |\beta_\omega|^2 \) as similar to unnormalized transmission and reflection coefficients. (They are very closely related to the Bogoliubov coefficients usually used to relate two sets of creation and annihilation operators.)

The \( a \)-particles in the \([0]_\nu_A \) state is determined by the quantity \( |\beta_\omega /\alpha_\omega|^2 \). If the particles are uncorrelated, then the standard relation \( N /|\alpha|^2 = \langle N+1 \rangle /|\beta|^2 \) between absorption and emission leads to the flux of outgoing particles:

\[ N /|\alpha|^2 = \frac{|\beta_\omega /\alpha_\omega|^2}{1 - |\beta_\omega /\alpha_\omega|^2}. \]

If the \( F \) modes are chosen to be regular near the horizon, varying as \( \exp(-i\Omega U) \), etc, then equation (9) shows that \( F_\nu(t, x_\tau) \propto \exp(-i\Omega U e^{-\kappa x}) \), etc. The integrals in equation (59) again reduces to the Fourier transform of an exponentially redshifted wave and we get \( |\beta_\omega /\alpha_\omega|^2 = e^{-\beta_\omega /\alpha_\omega} \) and equation (60) leads to the Planck spectrum. This is the quantum mechanical version of equations (20) and (23).

Finally, one can relate the above result to the analyticity properties of wave modes of a scalar field in the \( U = (T - X) \) coordinates and \( u = (t - x) \) coordinates. Since the positive frequency mode solution to the wave equation in the \((T, X)\) coordinates has the form \( \exp(-i\Omega U) \) (with \( \Omega > 0 \)) and is analytic in the lower half of complex \( U \) plane, any arbitrary superposition of such modes with different (positive) values
of $\Omega$ will also be analytic in the lower half of the complex $U$ plane. Conversely, if we construct a mode which is analytic in the lower half of complex $U$ plane, it can be expressed as a superposition of purely positive frequency modes [29]. From the transformations in equation (9), we find that the positive frequency wave mode near the horizon, $\phi = \exp(-i\omega t)$ can be expressed as $\phi \propto U^{i\omega/\kappa}$ for $U < 0$. If we interpret this mode as $\phi \propto (U - i\epsilon)^{i\omega/\kappa}$, then this mode is analytic throughout the lower half of complex $U$ plane. We can then interpret the mode as

$$e^{i(U(\alpha)/\kappa)U} [e^{i(U(\alpha)/\kappa)U}]$$ (for $U > 0$),

$$e^{i(U(\alpha)/\kappa)U} [e^{i(U(\alpha)/\kappa)U}]$$ (for $U < 0$). (61)

This interpretation of $\ln(U)$ as $\ln|U| - i\pi = \kappa U - i\pi = \kappa t - \pi - i\pi$ is consistent with the procedure of replacing $\kappa t \rightarrow \kappa t - i\pi$ to go from $X > 0$ to $X < 0$. This is precisely what happens in the Euclidean continuation. The factor $e^{i\alpha/\kappa}$ in the second line of equation (61) leads to the thermal effects in the conventional picture.

3.4. Hawking radiation from black holes

The description in the previous sections shows that the vacuum state defined in a coordinate system—which covers the full manifold—appears as a thermal state to an observer who is confined to part of the manifold partitioned by a horizon. This result (and the analysis) will hold for any static spacetime with a bifurcation horizon, such as the Schwarzschild spacetime and de Sitter spacetime. All these cases describe a situation in thermal equilibrium at a temperature $T = \kappa/2\pi$ (where $\kappa$ is the surface gravity of the horizon) as far as an observer confined to the region $R$ is concerned.

A completely different phenomenon arises in the case of a dynamical situation such as, for example, the collapse of a spherically symmetric massive body to form a black hole. In this case, time reversal invariance is explicitly broken. The study of a quantum field theory in such a context shows that, at late times, there will be a flux of radiation flowing towards the future null infinity with a Planckian spectrum corresponding to a temperature $\kappa/2\pi$. This process is called black hole evaporation.

This result is conceptually different from associating a temperature with the horizon. In the case of a Rindler spacetime, for example, there is no steady flux of radiation propagating towards future null infinity even though an observer confined to the region $R$ will interpret the expectation values of operators as thermal averages corresponding to a temperature $\kappa/2\pi$. This corresponds to a situation which is time reversal invariant characterized by thermal equilibrium. The black hole evaporation, in contrast, is an irreversible process.

We shall now work out the corresponding result for a scalar field in the time-dependent metric generated by collapsing matter. The scalar field can be decomposed into positive and negative frequency modes in the usual manner. We choose these modes in such a way that at early times they correspond to a vacuum state. In the presence of collapsing matter, these modes evolve at late times to those with exponential redshift, thereby leading to thermal behaviour.

To do this, we need an explicit model for the collapsing matter. Since only the exponential redshift of the modes at late times is relevant as far as the thermal spectrum is concerned, the result should be independent of the detailed nature of the collapsing matter. So we shall choose a simple model for the formation of the black hole, based on a spherical shell of mass $M$ that collapses under its own weight. The metric inside the shell will be flat while the one outside will be Schwarzschild. Further, the angular coordinates do not play a significant role in this analysis, allowing us to work in the two-dimensional $(t, r)$ subspace.

The line element outside and inside the collapsing, spherically symmetric, collapsing shell is taken to be

$$ds^2 = \begin{cases} \frac{M}{r^2} \frac{du}{d\tau} & (\text{exterior}), \\ -dU dV & (\text{interior}). \end{cases}$$ (62)

where

$$u = t + x + R_0; \quad v = t + x - R_0; \quad \xi = \int dr C^{-1};$$ (63)

$$U = \tau - r + R_0; \quad V = \tau + r - R_0.$$ (64)

The $R_0$ and $R_0^*$ are constants related in the same manner as $r$ and $\xi$.

Let us assume that, for $\tau \leq 0$, matter was at rest with its surface at $r = R_0$ and for $\tau > 0$, it collapses inwards along the trajectory $r = R(\tau)$. The coordinates have been chosen so that at the onset of collapse ($\tau = 0$) we have $u = U = v = V = 0$ at the surface. Let the coordinate transformations between the interior and exterior be given by the functional forms $U = f(u)$ and $v = h(V)$. Matching the geometry along the trajectory $r = R(\tau)$ requires the condition

$$\frac{C}{dU} \frac{du}{dU} = \frac{dV}{dV} \quad \text{(on } r = R(\tau))$$ (65)

Using equations (63) and (64) along the trajectory, this equation can be simplified to give

$$\left(\frac{d\tau}{d\tau}\right)^2 = \frac{\dot{R}^2}{C^2} + \frac{1}{C} \left(1 - \dot{R}^2\right).$$ (66)

where $\dot{R}$ denotes $dR/d\tau$ and $U, V$ and $C$ are evaluated along $r = R(\tau)$. Using this again in the definition of $u, v, etc$, it is easy to show that

$$\frac{dU}{du} = \frac{df}{du} = (1 - \dot{R}) C \left(\frac{[C(1 - \dot{R}^2) + \dot{R}^2]^{1/2} - \dot{R}}{C(1 + \dot{R})}ight)^{-1},$$ (67)

$$\frac{dv}{dV} = \frac{dh}{dV} = \frac{1}{C(1 + \dot{R})} \left(\frac{[C(1 - \dot{R}^2) + \dot{R}^2]^{1/2} + \dot{R}}{C(1 + \dot{R})}\right).$$ (68)

Since $\dot{R} < 0$ for the collapsing shell, we should take $(\dot{R}^2)^{1/2} = -\dot{R}$.

We now introduce a massless scalar field in this spacetime which satisfies the equation $\Box \phi = 0$. As the modes of the scalar field propagate inwards they will reach $r = 0$ and re-emerge as outgoing modes. In the $(r, \tau)$ plane, this requires reflection of the modes on the $r = 0$ line, which corresponds
to \( V = U - 2R_0 \). Since the modes vanish for \( r < 0 \), continuity requires \( \phi = 0 \) at \( r = 0 \). The solutions to the two-dimensional wave equations \( \Box \phi = 0 \) which (i) vanish on the line \( V = U - 2R_0 \) and (ii) reduce to standard exponential form in the remote past can be determined by noting that along \( r = 0 \) we have

\[
v = h(V) = h[ U - 2R_0 ] = h[ f(u) - 2R_0 ],
\]

where the square bracket denotes functional dependence of \( h \) on its argument. Hence the solution is

\[
\Phi = \frac{i}{\sqrt{4\pi \alpha \omega \nu}} \left( e^{-i\omega v} - e^{-i\omega h[f(u) - 2R_0]} \right).
\]

Given the trajectory \( R(\tau) \), one can integrate equation (67) to obtain \( f(u) \) and use equation (70) to completely solve the problem. This will describe time-dependent particle production from some collapsing matter distribution and—in general—the results will depend on the details of the collapse [35, 63].

The analysis, however, simplifies considerably and a universal character emerges if the collapse proceeds to form a horizon on which \( C \to 0 \). Near \( C = 0 \), equations (67) and (68) simplify to

\[
\frac{dU}{du} \approx -\frac{\dot{R}}{2R} C(R); \quad \frac{dv}{dV} \approx \frac{(1 - \dot{R})}{2R},
\]

where we have used the fact that \( (\dot{R}^2)^{1/2} = -\dot{R} \) for the collapsing solution. Further, near \( C = 0 \), we can expand \( R(\tau) = R_h + v(\tau_h - \tau) + c[ (\tau_h - \tau)^2 ] \) where \( R = R_h \) at the horizon and \( v = -\dot{R}(\tau_h) \). We have denoted by \( \tau_h \) the time at which the shell crosses the horizon. Integrating equation (71) we get

\[
\kappa u \approx -\ln |U + R_h - R_0 - \tau_h| + \text{const}, \quad (72)
\]

where \( \kappa = (1/2)(\partial C/\partial r)_R \) is the surface gravity and

\[
u \approx \text{constant} - V(1 + v)/2v. \quad (73)
\]

It is now clear that (i) the relation between \( v \) and \( V \) is linear and hence holds no surprises. (ii) The relation between \( U \) and \( u \), which can be written as \( U \propto \exp(-\kappa u) \) signifies the exponential redshift we have alluded to several times. The late time behaviour of outgoing modes can now be determined using equations (72) and (73) in equation (70). We get

\[
\Phi \approx \frac{i}{\sqrt{4\pi \alpha \omega \nu}} \left( e^{-i\omega v} - \exp\left(i\omega \left(e^{-\kappa u} + d\right)\right) \right), \quad (74)
\]

where \( c \) and \( d \) are constants. This mode with exponential redshift can be expressed in terms of the modes \( \exp(\pm ivu) \) as

\[
\Phi_{\alpha \omega}(u) = \int_{\infty}^{0} \frac{du}{2\pi} \left[ \alpha_{\omega \nu} e^{-i\omega v} + \beta_{\omega \nu} e^{i\omega v} \right]. \quad (75)
\]

Determining \( \alpha_{\omega \nu} \), \( \beta_{\omega \nu} \) by Fourier transforming this relation, we get

\[
\alpha_{\omega \nu} = -\frac{ive^{-i\omega d}}{4\pi\kappa\sqrt{\nu/\omega}} \left( e^{-iv/\omega} - e^{-iv/\kappa} \right) e^{\pi i/2\kappa} \Gamma(-iv/\kappa); \quad (76)
\]

\[
\beta_{\omega \nu} = e^{-\pi i/\kappa} \alpha_{\omega \nu}^{*}.
\]

Note that these quantities do depend on \( c, d \), etc, but the modulus

\[
|\beta_{\omega \nu}|^2 = \frac{1}{2\kappa} \frac{1}{\exp(2\pi \nu/\kappa) - 1} \quad (77)
\]

is independent of these factors. (The mathematics is essentially the same as in equations (22) and (23)). This shows that the vacuum state at early times will be interpreted as containing a thermal spectrum of particles at late times with temperature \( T = \kappa/2\pi \). In the case of a black hole, \( \kappa = (1/4M) \) and the temperature turns out to be \( T = (1/8\pi M) \).

Our result implies that when spherically symmetric configuration of matter collapses to form a black hole, observers at large distances will receive a thermal radiation of particles from the black hole at late times. (It is possible to prove this more formally by considering the expectation values of the energy–momentum tensor of the scalar field; this will demonstrate the flux of energy to large distances). It seems natural to assume that the source of this energy radiated to infinity is the mass of the collapsing structure. Strictly speaking, this is an extrapolation from our result because it involves changes in the background metric—which was parametrized by \( M \)—due to the effect of the radiation while our original result was based on a test scalar field in a fixed background metric. We shall, nevertheless, make this assumption and explore its consequences. Given the temperature of the black hole \( T(E) = 1/8\pi M \) as a function of the energy \( E = M \), we can integrate the expression \( dS = dE/T(E) \) to define an ‘entropy’ \( S(E) \) for the black hole:

\[
S = \int_{0}^{M} (8\pi E) \, dE = 4\pi M^2 \approx \frac{1}{4} \left( \frac{A_{\text{hor}}}{L_{\text{Pl}}^2} \right), \quad (78)
\]

where \( A_{\text{hor}} = 4\pi (2M)^2 \) is the area of the \( r = 2M \), \( t = \text{constant} \) surface and \( L_{\text{Pl}}^2 = G\hbar/c^3 \) is the square of the Planck length. This result shows that the entropy obtained by integrating the \( T(E) \) is proportional to the area of the horizon.

This result connects up with several classical features of black holes. We know that the area of the horizon does not decrease during classical processes involving the black holes which suggests an analogy between horizon area and entropy. Equation (2) for classical processes involving black holes now acquires a direct thermodynamic interpretation. The factor \((\kappa/2\pi)\) and \((A/4)\) can indeed be identified with physical temperature and entropy. Note that classical analysis can only identify these quantities up to a multiplicative factor. On the other hand, the analysis of quantum fields in the Schwarzschild metric allows us to determine the temperature and entropy uniquely and the entropy turns out to be one-quarter of the area of the horizon expressed in Planck units \(^2\).

\(^{2}\) There is an ambiguity in the overall additive constant to entropy which is settled in equation (78) by assuming that \( S = 0 \) for \( M = 0 \). This might appear reasonable but recall that \( T \to \infty \) when \( M \to 0 \); flat spacetime, treated as the \( M \to 0 \) limit of Schwarzschild metric, has infinite temperature rather than zero temperature. Hence, it is worth emphasizing that choosing \( S = 0 \) for \( M = 0 \) is a specific assumption.
3.5. Horizon entropy in generalized theories of gravity

There has been a considerable amount of work in analysing the nature of horizon thermodynamics in theories different from general relativity. In a wide class of such theories, one does get solutions with horizons and one can associate a temperature and entropy with them. While the temperature can be identified from the periodicity of Euclidean time, determining the correct form of entropy is more non-trivial. We shall now briefly describe how these results arise in a class of theories which are natural generalizations of Einstein gravity.

Consider a theory for gravity described by the metric \( g_{ab} \) coupled to matter. We will take the action describing such a theory in \( D \) dimensions to be

\[
A = \int d^Dx \sqrt{-g} \left[ L(R_{cd}, g^{ab}) + L_{\text{matt}}(g^{ab}, q_A) \right],
\]

where \( L \) is any scalar built from metric and curvature and \( L_{\text{matt}} \) is the matter Lagrangian depending on the metric and some matter variables \( q_A \). (We have assumed that \( L \) does not involve derivatives of curvature tensor, to simplify the discussion; a more general structure is explored, e.g. in [64]) Varying \( g^{ab} \) in equation (79) we get

\[
\delta A = -\frac{1}{2} \int d^Dx \sqrt{-g} T_{ab} \delta g^{ab} \quad \text{and} \quad \delta \left( L \sqrt{-g} \right) = -\left( 1/2 \right) \sqrt{-g} T_{ab} \delta g^{ab}
\]

(79)

The variation of the gravitational Lagrangian density generically leads to a surface term which is expressed by the \( \nabla_a (\delta v^a) \) term. Ignoring this term for the moment (we will comment on this later) we get equations of motion (see, e.g. [41, 65]) to be

\[
\delta g_{ab} = \frac{1}{2} \nabla^c (\nabla^d R_{cd}) - 2 \nabla^c \nabla^d P_{abcd}.
\]

(80)

where

\[
P_{abcd} \equiv \frac{\partial L}{\partial R_{abcd}}.
\]

(82)

(Our notation is based on the fact that \( G_{ab} = G_{ab}, R_{ab} = R_{ab} \) in Einstein’s gravity.) For any Lagrangian \( L \), the functional derivative \( G_{ab} \) satisfies the generalized off-shell Bianchi identity: \( \nabla_b G^{ab} = 0 \).

Many such models have been investigated in the literature and most of these models have black hole solutions. Whenever the black hole metric can be approximated by a Rindler metric near the horizon, it is possible to associate a temperature with the horizon, using the procedures described earlier, e.g. in section 3.2. Associating the entropy is more non-trivial and we shall now indicate how this is usually done. (For a rigorous proof, which we shall not provide, see, e.g. [11]. We will, however, provide an alternative route to this result in section 5.8.)

In any generally covariant theory, the infinitesimal coordinate transformations \( x^a \rightarrow x^a + \xi^a \) lead to conservation of a Noether current which depends on \( \xi^a \). To derive the expression for the Noether current, let us consider the variations in \( g_{ab} \) which arise through the diffeomorphism \( x^a \rightarrow x^a + \xi^a \). In this case, \( \delta L(\sqrt{-g}) = -\sqrt{-g} \nabla_a (L \xi^a) \), with \( \delta g_{ab} = (\nabla^c \xi^b + \nabla^b \xi^c) \). Substituting these in equation (80) and using \( \nabla_a G^{ab} = 0 \), we obtain the conservation law \( \nabla_a J^a = 0 \), for the current,

\[
J^a \equiv (2G_{ab} \xi^b + L \xi^a + \delta_T v^a) = 2R_{ab} \xi^b + \delta_T v^a.
\]

(83)

where \( \delta_T v^a \) represents the boundary term which arises for the specific variation of the metric in the form \( \delta g_{ab} = (\nabla^c \xi^b + \nabla^b \xi^c) \). Quite generally, the boundary term can be expressed as [65]

\[
\delta v^a = \frac{1}{2} \alpha^{abc} \delta g_{bc} + \frac{1}{2} \beta^{abc} \delta \Gamma^d_{bc}.
\]

(84)

where we have used the notation \( Q^{ij} = Q^{ij} + Q^{ji} \). The coefficient \( \beta^{abcd} \) arises from the derivative of \( L_{\text{grav}} \) with respect to \( R_{abcd} \) and hence possesses all the algebraic symmetries of curvature tensor. In the special case of diffeomorphisms, \( x^a \rightarrow x^a + \xi^a \), the variation \( \delta v^a \) is given by equation (84) with

\[
\delta g_{ab} = -\nabla_a (\xi_b), \quad \delta \Gamma^d_{bc} = -\frac{1}{2} \nabla_b \nabla_c \xi^d + \frac{1}{2} R^d_{(bc)m} \xi^m.
\]

(85)

Using the above expressions in equation (83), it is possible to write an explicit expression for the current \( J^a \) for any diffeomorphism invariant theory. It is also convenient to introduce an antisymmetric tensor \( J^{ab} \) by \( J^a = \nabla_a J^b - \nabla_b J^a \). For the general class of theories we are considering the \( J^{ab} \) and \( J^a \) can be expressed in the form

\[
J^{ab} = 2P^{abcd} \nabla_a \xi_b - 4 \xi_d (\nabla_c P^{abcd}),
\]

(86)

\[
J^a = -2 \nabla_b (P^{abcd} + P^{acbd}) \nabla_c \xi_d + 2P^{abcd} \nabla_b \nabla_c \xi_d - 4 \xi_d \nabla_b \nabla_c P^{abcd},
\]

(87)

where \( P^{abcd} \equiv \delta L/\delta R^{abcd} \). (The expressions for \( J_a, J_{ab} \) are not unique. This ambiguity has been extensively discussed in the literature but for our purpose we will use the \( J^a \) defined as above.)

We shall see that, for most of our discussion, we will not require the explicit form of \( \delta v^a \) except for one easily proved result: \( \delta_T v^a = 0 \) when \( \xi^a \) is a Killing vector and satisfies the conditions

\[
\nabla_a \xi_b = 0; \quad \nabla_a \nabla_b \xi_c = R_{cabd} \xi^d.
\]

(88)

The expression for Noether current simplifies considerably when \( \xi^a \) satisfies equation (88) and is given by

\[
J^a = (2G^{ab} \xi_b + L \xi^a) = 2R_{ab} \xi^b.
\]

(89)

The integral of \( J^a \) over a spacelike surface defines the conserved Noether charge, \( N \).

To obtain a relation between the horizon entropy and Noether charge, we first note that on-shell, i.e. when field equations hold (\( 2G_{ab} = T_{ab} \)), we can write

\[
J^a = (T^{ai} + g^{ai} \xi^j) \xi_j.
\]

(90)

Therefore, for any vector \( k_a \) which satisfies \( k_a \xi_a = 0 \), we get the result

\[
(k_a J^a) = T^{ai} k_a \xi_j.
\]

(91)

The change in this quantity, when \( T^{ai} \) changes by a small amount \( \delta T^{ai} \), will be \( \delta (k_a J^a) = k_a \xi_a \delta T^{ai} \). It is this relation which can be used to obtain an expression for horizon entropy in terms of the Noether charge. When some amount of matter with energy–momentum tensor \( T^{ai} \) crosses the horizon, the
corresponding energy flux can be thought of as given by integral of \(k_a\xi^a \partial T^{aj}\) over the horizon where \(\xi^a\) is the Killing vector field corresponding to the bifurcation horizon and \(k_a\) is a vector orthogonal to \(\xi^a\) which can be taken as the normal to a timelike surface, infinitesimally away from the horizon. (Such a surface is sometimes called a ‘stretched horizon’ and is defined by the condition \(N = \epsilon\) where \(N\) is the lapse function with \(N = 0\) representing the horizon.) In the \((D - 1)\)-dimensional integral over this surface, one coordinate is just time; since we are dealing with an approximately stationary situation, the time integral reduces to multiplication by the range of integration. Based on our discussion earlier we will assume that the time integration can be restricted to the range \((0, \beta)\) where \(\beta = 2\pi / \kappa\) and \(\kappa\) is the surface gravity of the horizon. (The justification for this requires a much more detailed mathematical analysis which we shall not get into.) Thus, on integrating \(\delta(k_aJ^a)\) over the horizon we get

\[
\delta \int h(x) \sqrt{h} (k_aJ^a) = \int \sqrt{h} (k_aJ^a) \delta T^{aj} = \beta \int \sqrt{h} (k_aJ^a) \delta T^{aj},
\]

where the integration over time has been replaced by a multiplication by \(\beta = (2\pi / \kappa)\) assuming approximate stationarity of the expression. The integral over \(\delta T^{aj}\) is the flux of energy \(\delta E\) through the horizon so that \(\beta \delta E\) can be interpreted as the rate of change of the entropy associated with this energy flux. One can obtain, using these facts, an expression for entropy, given by

\[
S_{\text{Noether}} = \beta N = \beta \int d^{D-1} \Sigma_a J^a = \frac{\beta}{2} \int d^D \Sigma_{ab} J^{ab},
\]

where \(d^{D-1} \Sigma_a = d^{D-1} x \sqrt{h} k_a\), the Noether charge is \(N\) and we have introduced the antisymmetric tensor \(J^{ab}\) by \(J^a = \nabla_a J^a\). In the final expression the integral is over any surface with \((D - 2)\) dimension which is a spacelike cross-section of the Killing horizon on which the norm of \(\xi^a\) vanishes.

As an example, consider the special case of Einstein gravity in which equation (86) reduces to

\[
J^{ab} = \frac{1}{16\pi} \left( \nabla^a \xi^b - \nabla^b \xi^a \right).
\]

If \(\xi^a\) is the timelike Killing vector in the spacetime describing a Schwarzschild black hole, we can compute the Noether charge \(N\) as an integral of \(J^{ab}\) over any two surface which is a spacelike cross-section of the Killing horizon on which the norm of \(\xi^a\) vanishes. The area element on the horizon can be taken to be \(d \Sigma = (l_a \xi_b - l_b \xi_a) / \sqrt{\rho} d^D x\) in equation (93) with \(l_a\) being an auxiliary vector field satisfying the condition \(l_a \xi^a = -1\). Then the integral in equation (93) reduces to

\[
S_{\text{Noether}} = - \frac{\beta}{8\pi} \int \sqrt{\rho} d^D x (l_a \xi_b - l_b \xi_a) = \frac{\beta \kappa}{8\pi} \int \sqrt{\rho} d^D x = \frac{1}{4} A_H,
\]

where we have used equation (28), the relation \(L_\xi \xi^a = -1\), and the fact that \(\xi^a\) is a Killing vector. The result, of course, agrees with the standard one.

It is also possible to show, using the expression for \(J^{ab}\), that the entropy in equation (93) is also equal to

\[
S_{\text{Noether}} = \frac{2\pi}{\kappa} \int \Sigma \left( \frac{\delta L}{\delta R_{abcd}} \right) \epsilon_{ab} \epsilon_{cd} \sqrt{\Sigma} d \Sigma,
\]

where \(\kappa\) is the surface gravity of the horizon and the \((D - 2)\)-dimensional integral is on a spacelike bifurcation surface with \(\epsilon_{ab}\) denoting the bivector normal to the bifurcation surface. The variation is performed as if \(R_{abcd}\) and the metric are independent and the whole expression is evaluated on a solution to the equation of motion. A wide class of theories have been investigated using such a generalization in order to identify the thermodynamic variables relevant to the horizon.

3.6. The Lanczos–Lovelock models of gravity

Among the class of theories described by the field equations \(2G_{ab} = T_{ab}\) with \(G_{ab}\) given by equation (81), one subset deserves special mention. These are the theories for which the Lagrangian satisfies the condition \(\nabla_a P^{abcd} = 0\). (Since \(P^{abcd}\) has the symmetries of the curvature tensor, it follows that it will be divergence-free in all the indices.) In this case, equation (81) simplifies considerably and we get

\[
G_{ab} = P^{cde} R_{bdce} - \frac{1}{2} L_{ab} = R_{ab} - \frac{1}{2} L_{ab};
\]

\[
P^{abcd} = \frac{\partial L}{\partial R_{abcd}}.
\]

The crucial difference between equations (81) and (97) is the following. Since \(L\) does not depend on the derivatives of the curvature tensor, it contains at most second derivatives of the metric; therefore, \(P^{abcd}\) also contains only up to the second derivatives of the metric. It follows that equation (97) will not lead to derivatives of the metric higher than second order in the field equations. In contrast, equation (81) can contain up to fourth order in the derivatives of the metric. Although sometimes explored in the literature, field equations with derivatives higher than second order create several difficulties. (For example, when the equations are second order, the boundary condition in a variational principle is more easily defined than when higher order terms occur in the equations of motion; in such a case, the variation of the action functional requires very special procedures.) In view of this, there is a strong theoretical motivation to consider theories in which the \(G_{ab}\) is of the form in equation (97).

The Lagrangians which lead to the expression in equation (97) are, of course, quite special and are known as Lanczos–Lovelock Lagrangians. They can be expressed as

\[3\] There is, however, a subtlety that needs to be stressed regarding this derivation. In Einstein’s theory, \(J^{a} = 2\beta \xi^a\). Hence, for any static vacuum solution to Einstein’s theory with \(\xi^a\) being the Killing vector, the Noether current \(J^a\) vanishes identically! A direct integration should therefore give zero entropy. This difficulty is circumvented by first obtaining \(J^{ab}\) and performing the integral over it on a single 2-surface rather than integrating \(J^a\) over a compact region in spacetime. The same situation arises in the calculation of Komar mass integrals for vacuum spacetimes.
a sum of terms, each involving products of curvature tensors with the \( m \)th term being a product of \( m \) curvature tensors. The general Lanczos–Lovelock Lagrangian has the form [66],

\[
L = \sum_{m=1}^{K} c_m L_{(m)}, \quad L_{(m)} = \frac{1}{16\pi} 2^{-m} \varepsilon^{a_1 b_1 \ldots a_m b_m} R_{a_1 b_1} \cdots R_{a_m b_m},
\]

(98)

where the \( c_m \) are arbitrary constants and \( L_{(m)} \) is the \( m \)th order Lanczos–Lovelock Lagrangian. The \( m = 1 \) term is proportional to \( \delta_0^\sigma R^\sigma_0 \propto R \) and leads to Einstein’s theory. The \( m = 2 \) term gives rise to what is known as Gauss–Bonnet theory. Because of the determinant tensor, it is obvious that in any given dimension \( D \) we can only have \( K \) terms where \( D \geq 2K \). It follows that, if \( D = 4 \), then only the \( K = 1, 2 \) are non-zero. Of these, the Gauss–Bonnet term corresponding to \( K = 2 \) gives, on variation of the action, a vanishing bulk contribution. In dimensions \( D = 5, 8 \), one can have both the Einstein–Hilbert term and the Gauss–Bonnet term, etc and so on for higher dimensions. It is conventional to take \( c_1 = 1 \) so that the \( L_{(1)} \), which gives Einstein gravity, reduces to \( (R/16\pi) \).

The normalizations \( m > 1 \) are somewhat ad hoc for individual \( L_{(m)} \) since the \( c_m \)s are unspecified at this stage.

The Lanczos–Lovelock models possess black hole solutions and their thermodynamic properties have been investigated quite extensively. It can be shown, for example, that the entropy of a black hole horizon \( \mathcal{H} \) in Lanczos–Lovelock models (determined using equation (96)) is given by

\[
S|_{\mathcal{H}} = \sum_{m=1}^{K} 4\pi mc_m \int_{\mathcal{H}} d^{D-2}x \sqrt{-\sigma} L_{(m-1)},
\]

(99)

where \( x_\perp \) denotes the transverse coordinates on \( \mathcal{H} \), \( \sigma \) is the determinant of the intrinsic metric on \( \mathcal{H} \). It is interesting to observe that in these models, the entropy for the \( m \)th order theory is given by a surface integral involving the Lagrangian in the \((m-1)\)th order theory. We will now indicate how this result arises.

To do this we need to evaluate the Noether charge \( \mathcal{N} \) corresponding to the current \( J^a \), for a static metric with a bifurcation horizon and a Killing vector field \( \xi^a = (1, 0); \xi^0 = g_{00} \). The location of the horizon is given by the vanishing of the norm \( \xi^a \xi_a = g_{00} \) of this Killing vector. The Noether charge is given by

\[
\mathcal{N} = \int_{\mathcal{H}} d^{D-1}x \sqrt{-g} J^0 = \int_{\mathcal{H}} d^{D-1}x \partial_0 (\sqrt{-g} J^{0b})
\]

\[
= \int_{r=r_H} d^{D-2}x \sqrt{-g} J^{0r}
\]

(100)

in which we have ignored the contributions arising from \( b \) when it ranges over the transverse directions. This is justifiable when transverse directions are compact or in the case of Rindler approximation when nothing changes along the transverse direction. In the radial direction, the integral picks out the contribution at \( r = r_H \) which is taken to be the location of the horizon. Using \( J^{0r} = 2P^{abcd}v^a\xi_d \) (see equation (86)) and \( \xi_d = g_{0d} \xi^0 = g_{00} \) we get

\[
J^{0r} = 2P^{0rbd}\xi^b = 2P^{0rbd} \partial_0 \xi_d = 2P^{0rbd} \partial_d g_{00} = 2P^{0rbd} \partial_d g_{00}.
\]

(101)

where we have used the symmetries of \( P^{abcd} \) which are the same as those of the curvature tensor. So

\[
\mathcal{N} = 2 \int_{r=r_H} d^{D-2}x \sqrt{-g} P^{0rbd} \partial_d g_{00}
\]

\[
= 2m \int_{r=r_H} d^{D-2}x \sqrt{-g} Q^{0rbd} \partial_d g_{00},
\]

(102)

where \( Q^{abcd} \equiv \left(1/m\right)P^{abcd} \). Therefore, the entropy is given by

\[
S_{\text{Noether}} = \beta \mathcal{N} = 2\beta m \int_{r=r_H} d^{D-2}x \sqrt{-g} Q^{0rbd} \partial_d g_{00}.
\]

(103)

When the near-horizon geometry has a Rindler limit, the \( r \) coordinate becomes the \( x \) coordinate and only \( g_{00} = -\kappa^2 x^2 \) contributes. Then this expression reduces to

\[
S_{\text{Noether}} = 8\pi m \int_{\mathcal{H}} d^{D-2}x_\perp \sqrt{-\sigma} \left(Q_{ab}^0 \right),
\]

(104)

where \( \sigma \) is the determinant of the metric in the transverse space.

Let us consider this quantity \( Q_{a0}^0 \) for the \( m \)th order Lanczos–Lovelock action, given by

\[
Q_{a0}^0 = \left. \frac{1}{16\pi} 2^{-m} \varepsilon^{a_1 b_1 \ldots a_m b_m} R^{b_1 \cdots b_m} R^{a_1 \cdots a_m} \right|_{x = \epsilon},
\]

(105)

where we have added a normalization which gives Einstein’s action for \( m = 1 \) and will define \( Q_{a0}^0 = 1/16\pi \) for the \( m = 0 \) case. We have also indicated that we are evaluating this expression in Rindler limit of the horizon, as in equation (104). The presence of both 0 and \( x \) in each row of the alternating tensor forces all other indices to take the values 2, 3, ..., \( D - 1 \). In fact, we have \( \delta_0^0 \delta_{a_1}^{b_1} \cdots \delta_{a_m}^{b_m} = \delta_{A_1}^{A_1} \cdots \delta_{A_m}^{A_m} \) with \( A_1, B_1 = 2, 3, \ldots, D - 1 \) (the remaining combinations of Kronecker deltas on expanding out the alternating tensor are all zero since \( \delta_0^0 = 0 = \delta_0^1 \), and so on). Hence \( Q_{a0}^0 \) reduces to

\[
Q_{a0}^0 = 4 \left( \frac{1}{16\pi} 2^{-m} \right) \varepsilon^{A_1 a_1 \ldots A_m a_m} \left( R^{B_1 B_1} \cdots R^{B_m B_m} \right) \left|_{x = \epsilon} \right.
\]

(106)

Therefore, in the \( \epsilon \rightarrow 0 \) limit, recalling that \( R_{AB}^0 \mid_{x = \epsilon} = (D - 2) R_{CD}^0 \mid_{x = \epsilon} \), we find that \( Q_{a0}^0 \) is essentially the Lanczos–Lovelock Lagrangian of order \((m - 1)\):

\[
Q_{a0}^0 = \frac{1}{2} L_{(m-1)},
\]

(107)

where we have restored the subscript giving the order of the Lagrangian. The entropy becomes

\[
S_{\text{Noether}} = 4\pi m \int_{\mathcal{H}} d^{D-2}x_\perp \sqrt{-\sigma} L_{(m-1)}.
\]

(108)

This entropy in the \( m \)th order Lanczos–Lovelock theory is an integral over the Lagrangian of \((m - 1)\)th order. For \( m = 1 \) (Einstein gravity), the \( L_{(0)} \) is a constant giving an entropy proportional to transverse area; for \( m = 2 \) (Gauss–Bonnet gravity), the entropy is proportional to integral of \( R \) over transverse direction.
While these results are satisfactory at a formal level, one must stress that the explicit value of the entropy depends on the nature of the theory decided by the parameters $c_i$ and may not have simple interpretation for certain range of parameters. For example, it is known that the on-shell entropy of the Lanczos–Lovelock models will not be positive definite for all range of parameters [67]. More seriously, the study of these models also raises several new conceptual conundrums for which it is difficult to find satisfactory answer. We shall now describe several of these issues.

4. Thermodynamics of horizons: a deeper look

4.1. The degrees of freedom associated with black hole entropy

We have seen that there is a natural way of associating a temperature with any horizon including, for example, the Rindler horizon in flat spacetime. But the arguments given in the last section leading to the association of entropy—in contrast to the association of a temperature—cannot be easily generalized from black hole horizon to other horizons. While there is general agreement that all horizons have a temperature, very few people [53, 68, 69, 70] have taken a firm stand as regards the question of associating an entropy with a horizon. To a certain extent this ambivalence among researchers has led to most of the work being concentrated on analysing black hole entropy (rather than horizon entropy) and we shall start our discussion with issues connected with black hole entropy.

In the case of normal matter, entropy can be provided a statistical interpretation as the logarithm of the number of available microstates that are consistent with the macroscopic parameters which are held fixed. That is, $S(E)$ is related to the degrees of freedom (or phase volume) $g(E)$ by $S(E) = \ln g(E)$. Maximization of the phase volume for systems which can exchange energy will then lead to equality of the quantity $T(E) = (\delta S/\delta E)^{-1}$ for the systems. It is usual to identify this variable as the thermodynamic temperature. (This definition works even for self-gravitating systems in microcanonical ensemble; see, e.g. [71].)

Assuming that the entropy of the black hole should have a similar interpretation, one is led to the conclusion that the density of states for a black hole of energy $E = M$ should vary as

$$g(E) \propto \exp \left( \frac{1}{4} \frac{A_H}{L_P^2} \right).$$

Such a growth implies [69], among other things, that the Laplace transform of $g(E)$ does not exist so that canonical partition function cannot be defined (without some regularization). That brings us to the crucial question: what are the microscopic states which one should count to obtain the result in equation (109)? That is, what are the degrees of freedom which lead to this entropy?

To begin with, the thermal radiation surrounding the black hole has an entropy which one can compute. It is fairly easy to see that this entropy will be proportional to the horizon area but will diverge quadratically. Near the horizon the field becomes free and solutions are simple plane waves (see section 2.5). It is the existence of such a continuum of wave modes which leads to infinite phase volume for the system. More formally, the number of modes $n(E)$ for a scalar field $\phi$ with vanishing boundary conditions at two radii $r = R$ and $r = L$ is given by

$$n(E) \simeq \frac{2}{3\pi} \int_R^L \frac{r^2 dr}{(1 - 2m/r)^2} \left[ E^2 - \left( 1 - \frac{2M}{r} \right) m^2 \right]^{3/2}$$

in the WKB limit (see [72, 73]). This expression diverges as $R \rightarrow 2M$ showing that a scalar field propagating in a black hole spacetime has infinite phase volume. The corresponding entropy computed using the standard relations:

$$S = \beta \left[ \frac{\partial}{\partial \beta} - 1 \right] F; \quad F = -\int_0^\infty dE \frac{n(E)}{e^{\beta E} - 1}$$

is quadratically divergent: $S = (A_H/l^2)$ with $l \rightarrow 0$. The divergences described above occur around any infinite redshift surface and are a geometric (covariant) phenomenon.

The same result can also be obtained from what is known as ‘entanglement entropy’ arising from the quantum correlations which exist across the horizon. (For a review, see [74].) We saw in section 3.2 that if the field configuration inside the horizon is traced over in the vacuum functional of the theory, then one obtains a density matrix $\rho$ for the field configuration outside (and vice versa). The entropy $S = -\text{Tr}(\rho \ln \rho)$ is usually called the entanglement entropy [75–77]. This is essentially the same as the previous calculation and, of course, $S$ diverges quadratically on the horizon [78, 79]. In fact, much of this can be done without actually bringing in gravity into the picture; all that is required is a spherical region inside which the field configurations are traced out [80, 81]. Physically, however, it does not seem reasonable to integrate over all modes without any cut-off in these calculations. By cutting off the modes at $l \approx L_P$ one can obtain the ‘correct’ result but in the absence of a more fundamental argument for regularizing the modes, this result is not of much significance. The cut-off can be introduced in a more sophisticated manner by changing the dispersion relation near Planck energy scales but again there are different prescriptions that are available [82–85] and none of them are really convincing.

4.2. Black hole entropy in quantum gravity models

There have also been attempts to compute black hole entropy in different models of quantum gravity [86]. In standard string theory this is done as follows: There are certain special states in string theory, called BPS states, that contain electric and magnetic charges which are equal to their mass. Classical supergravity has these states as classical solutions, among which are the extremal black holes with electric charge equal to the mass (in geometric units). These solutions can be expressed as a Reissner–Nordstrom metric with both the roots of $g_{00} = 0$ coinciding; obviously, the surface gravity at the horizon, proportional to $g_{00}(r_H)$, vanishes though the horizon has finite area. Therefore, these black holes have zero temperature but finite entropy. For certain compactification schemes in string theory (with $d = 3, 4, 5$ flat directions), in the limit of
$G \rightarrow 0$, there exist BPS states which have the same mass, charge and angular momentum of an extremal black hole in $d$ dimensions. One can explicitly count the number of such states in the appropriate limit and one finds that the result gives the density of states in equation (109) with correct numerical factors [25, 87, 88]. This is done in the weak coupling limit and a duality between strong coupling and weak coupling limits is used to argue that the same result will arise in the strong gravity regime. Further, if one perturbs the state slightly away from the BPS limit, to get a near extremal black hole and construct a thermal ensemble, one obtains the standard Hawking radiation from the corresponding near extremal black hole [88].

While these results are encouraging, there are several issues which are intriguing: first, the extremality (or near extremality) was used crucially in obtaining these results. We do not know how to address the entropy of a normal Schwarzschild black hole which is far away from the extremality condition. Second, in spite of significant effort, we do not still have a clear idea of how to handle the classical singularity or issues related to it. This is disappointing since one might have hoped that these problems are closely related. Finally, the result is very specific to black holes. One does not get any insight into the structure of other horizons, especially De Sitter horizon, which does not fit the string theory structure in a natural manner.

The second approach in which some success related to black hole entropy is claimed, is in the loop quantum gravity (LQG). While string theory tries to incorporate all interactions in a unified manner, loop quantum gravity [89, 90] has the limited goal of providing a canonically quantized version of Einstein gravity. One key result which emerges from this programme is a quantization law for the areas. The variables used in this approach are like a gauge field $A_g$ and the Wilson lines associated with them. The open Wilson lines carry a quantum number $J_i$, with them and the area quantization law can be expressed in the form: $A_{H} = 8\pi G\gamma \sum \sqrt{J_i(J_i+1)}$ where $J_i$ are spins defined on the links $i$ of a spin network and $\gamma$ is a free parameter called Barbero–Immirizi parameter. The $J_i$ take half-integral values if the gauge group used in the theory is SU(2) and take integral values if the gauge group is SO(3). These quantum numbers, $J_i$, which live on the links that intersect a given area, become undetermined if the area refers to a horizon. Using this, one can count the number of microscopic configurations contributing to a given horizon area and estimate the entropy. One gets the correct numerical factor (only) if $\gamma = \ln m/2\pi \sqrt{2}$ where $m = 2$ or $m = 3$ depending on whether the gauge group SU(2) or SO(3) is used in the theory [91–94].

Again there are several unresolved issues. To begin with, it is not clear how exactly the black hole solution arises in this approach since it has been never easy to arrive at the low energy limit of gravity in LQG. Second, the answer depends on the Immirizi parameter $\gamma$ which needs to be adjusted to get the correct answer, after we know the correct answer from elsewhere. Even then, there is an ambiguity as to whether one should have SU(2) with $\gamma = \ln 2/2\pi \sqrt{2}$ or SO(3) with $\gamma = \ln 3/2\pi \sqrt{2}$. The SU(2) was the preferred choice for a long time, based on its close association with fermions which one would like to incorporate in the theory. However, there has also been some occasional rethinking on this issue due to the following consideration: for a classical black hole, one can define a class of solutions to wave equations called quasi-normal modes (see, e.g. [95–98]). These modes have discrete frequencies [99–102] which are complex, given by

$$\omega_n = i \frac{n + (1/2)}{4M} \frac{\ln 3}{8\pi M} + O(n^{-1/2}).$$  \hfill (112)

The ln(3) in the above equation is not negotiable. If one chooses SO(3) as the gauge group, then one can connect up the frequency of quanta emitted by a black hole when the area changes by one quantum in LQG with the quasi-normal mode frequency [103, 104]. It is not clear whether this is a coincidence or a result of some significance. If one assumes that this result is of some fundamental significance, the SO(3) gains preference.

The short description given above shows that candidate models for quantum gravity are not yet developed well enough to provide a clear physical picture of horizon thermodynamics. (This is true even as regards numerous other approaches, e.g. those based on noncommutative geometry [105]). Given such a situation even in the well-studied case of black hole horizon it is no suprise that we have virtually no quantum gravitational insight of other horizons. This fact gives additional impetus for studying the thermodynamic approach which we described in section 1. There is, however, one central issue brought to the forefront by the quantum gravitational models of black hole entropy which we shall now discuss further.

### 4.3. Black hole entropy: bulk versus surface degrees of freedom

Two obvious choices for the degrees of freedom contributing to the black hole entropy are those associated with the bulk volume inside the black hole (including those related to matter which collapses to form the black hole) or degrees of freedom associated with the horizon. One would have normally thought that the bulk degrees of freedom hidden by the horizon should scale as the volume $V \propto M^3$ of the black hole. In that case, we would expect to get an entropy proportional to the volume rather than area. It is clear that, near a horizon, only a region of length $L_P$ across the horizon contributes to the microstates so that in the expression $(V/L_P^3)$, the relevant $V$ is $M^2L_P^2$ rather than $M^3$. It is possible to interpret this as due to the entanglements of modes across the horizon over a length scale of $L_P$, which—in turn—induces a non-local coupling between the modes on the surface of the horizon. Such a field will have one-particle excitations, which have the same density of states as black hole [82, 83]. While this is suggestive of why we get the area scaling rather than volume scaling, a complete understanding is lacking.

In fact, it is fairly easy to obtain an area scaling law for entropy if we assume that the degrees of freedom are on the horizon. Suppose we have any formalism of quantum gravity in which there is a minimum quantum for length or area, of the order of $L_P^2$. We have, for example, considerable evidence of very different nature to suggest Planck length acts as lower
bound to the length scales that can be operationally defined and that no measurements can be ultra-sharp at Planck scales [106]. Then, the horizon area $A_H$ can be divided into $n = (A_H/c_1^2L_P^2)$ patches where $c_1$ is a numerical factor. If each patch has $k$ degrees of freedom (due to the existence of a surface field, say), then the total number of microscopic states are $k^n$ and the resulting entropy is $S = n \ln k = \left(4 \ln k/c_1\right)(A_H/4L_P^2)$ which will give the standard result if we choose $\left(4 \ln k/c_1\right) = 1$. The essential ingredients are only discreetness of the area and existence of certain degrees of freedom in each one of the patches.

On the other hand, one cannot completely dismiss the degrees of freedom in the bulk as playing no role. Recall that the thermal formulation leading to the association of entropy to Rindler horizon are observer dependent, and is considered ‘more real’ than the Rindler horizon; considering. In that sense, all horizons are observer dependent. Blocking information depends on the class of world lines one is to different regions of spacetime compared with the Rindler accelerating or an inertial observer will certainly have access to different amounts of information (observer dependent) compared with an observer who is remaining stationary outside the horizon. This is similar to what happens to a de Sitter black hole) compared with an observer who is remaining stationary outside the horizon. This is similar to what happens to a de Sitter black hole (formally divergent) entropy to the same vacuum state. But a Rindler observer will attribute a finite temperature and zero entropy to an eternal black hole. So entropy is indeed an observer dependent concept [108]. When one does quantum field theory in curved spacetime, it is not only that particles become an observer dependent notion but also the temperature and entropy.

The observer in the Rindler wedge $\mathcal{R}$ will also perceive that the observables exhibit standard thermodynamic properties such as entropy maximization, equipartition and thermal fluctuations, because the physics is governed by a thermal density matrix. But all these thermodynamical features arise because the Rindler observer attributes a density matrix to a pure quantum state after integrating out the unobservable modes. From this point of view, all these thermal effects are intrinsically quantum mechanical—which is somewhat different from the ‘normal’ thermal behaviour. Our results suggest that this distinction between quantum fluctuations and thermal fluctuations is artificial (like e.g., the distinction between energy and momentum of a particle in nonrelativistic mechanics) and should fade away in the correct description of spacetime, when one properly takes into account the fresh observer dependence induced by the existence of horizons.

To see what all these imply in a concrete fashion, consider an excited state of a quantum field with energy $\delta E$ above the ground state in an inertial spacetime. When we integrate out the unobservable modes for the Rindler observer, we will get a density matrix $\rho_I$ for this state and the corresponding entropy will be $S_I = -\text{Tr} \left( \rho_I \ln \rho_I \right)$. The inertial vacuum state itself has the density matrix $\rho_0$ and the entropy $S_0 = -\text{Tr} \left( \rho_0 \ln \rho_0 \right)$ in the Rindler frame. The difference $\delta S = S_I - S_0$ is finite and represents the entropy attributed to this state by the Rindler observer. (This is finite though $S_I$ and $S_0$ can be divergent.) In the limit of $\kappa \rightarrow \infty$, which would correspond to a Rindler observer who is very close to the horizon, we can actually compute it and show that

$$\delta S = \beta \delta E = \frac{2\pi}{\kappa} \delta E. \quad (113)$$

To prove this, note that if we write $\rho_I = \rho_0 + \delta \rho$, then in the limit of $\delta \rho/\rho_0 \ll 1$. Then we have

$$-\delta S = \text{Tr} \left( \rho_I \ln \rho_I \right) - \text{Tr} \left( \rho_0 \ln \rho_0 \right) \simeq \text{Tr} \left( \delta \rho \ln \rho_0 \right) \quad (114) = \text{Tr} \left( \delta \rho (-\beta H_R) \right) = -\beta \text{Tr} \left( (\rho_I - \rho_0) H_R \right) = -\beta \delta E,$$

where we have used the facts $\text{Tr} \delta \rho \simeq 0$ and $\rho_0 = Z^{-1} \exp(-\beta H_R)$ where $H_R$ is the Hamiltonian for the system in the Rindler frame. The last line defines the $\delta E$ in terms of the difference in the expectation values of the Hamiltonian in the two states. This is the amount of
entropy a Rindler observer would claim to be lost when the matter disappears into the horizon. (This result can be explicitly proved for, say, one-particle excited states of the field [109].)

The above result is true in spite of the fact that, formally, matter takes an infinite amount of coordinate time to cross the horizon as far as the outside observer is concerned. This is essentially because we know that quantum gravitational effects will smear the location of the horizon by $O(L_p)$ effects [106]. So one cannot really talk about the location of the event horizon ignoring fluctuations of this order. From the operational point of view, we only need to consider matter reaching within few Planck lengths of the horizon to talk about entropy loss. In fact, physical processes very close to the horizon must play an important role in order to provide a complete picture of the issues we are discussing. There is already some evidence [82, 83] that the infinite redshift induced by the horizon plays a crucial role in this though a mathematically rigorous model is lacking.

One might have naively thought that the expression for entropy of matter crossing the horizon should consist of its energy $\delta E$ and its own temperature $T_{\text{matter}}$ rather than the horizon temperature. But the correct expression is $\delta S = 8\pi G f(a)c^4/\hbar$; the horizon acts as a system with some internal degrees of freedom and temperature $T_{\text{horizon}}$ as far as a Rindler observer is concerned so that when one adds an energy $\delta E$ to it, the entropy change is $\delta S = (\delta E)/T_{\text{horizon}}$.

All these are not new features but only the consequence of the result that a Rindler observer attributes a non-zero temperature to inertial vacuum. This temperature influences every other thermodynamic variable. Obviously, a Rindler observer (or an observer outside a black hole horizon) will attribute all kinds of entropy changes to the horizons she perceives while an inertial observer (or an observer falling through the Schwarzschild horizon) will see none of these phenomena. This requires us to accept the fact that many of the thermodynamic phenomena need to be now thought of as specifically observer dependent.

5. Action functionals for gravity and horizon thermodynamics

While deriving the expression for the temperature associated with a horizon we stressed the fact that it was completely independent of the dynamical equations satisfied by the metric. For example, we never needed to use Einstein’s equations in the case of Schwarzschild black hole, say, to obtain the expression for temperature. The situation as regards Hawking evaporation is also similar; given a specific form of the metric, one could obtain Hawking evaporation without demanding that the metric should be a solution to any specific field equation.

It therefore comes as a surprise that there is a deep and curious connection between the field equations of gravity and the horizon thermodynamics. We shall first provide a simple illustration of this result and then will consider a more general approach.

5.1. An unexplained connection between horizon thermodynamics and gravitational dynamics

To illustrate this result in the simplest context [38], let us consider a static, spherically symmetric horizon, in a spacetime described by a metric:

$$ds^2 = -f(r)c^2 dt^2 + f^{-1}(r) dr^2 + r^2 d\Omega^2. \tag{115}$$

(These results can be easily generalized to the case with $g_{00} \neq -g^{rr}$ by changing $r^2 d\Omega^2$ by $R^2(r) d\Omega^2$ where $R(r)$ is an arbitrary function. We will not bother to do this.) Let the location of the horizon be given by the simple zero of the function $f(r)$, say at $r = a$. The Taylor series expansion of $f(r)$ near the horizon $f(r) \approx f'(a)(r - a)$ shows that the metric reduces to the Rindler metric near the horizon in the $r-t$ plane with the surface gravity $\kappa = (c^2/2)f'(a)$. Then, an analytic continuation to imaginary time allows us to identify the temperature associated with the horizon to be

$$k_B T = \frac{\hbar c f'(a)}{4\pi} \tag{116}$$

where we have introduced the normal units. The association of temperature in equation (116) with the metric in equation (115) only requires the conditions $f(a) = 0$ and $f'(a) \neq 0$. The discussion so far did not assume anything about the dynamics of gravity or Einstein’s field equations.

We shall now take the next step and write down the Einstein equation for the metric in equation (115), which is given by $(1 - f) - rf'(r) = -(8\pi G/c^4)P r^2$ where $P = T'$ is the radial pressure. When evaluated on the horizon $r = a$ we get the result

$$c^4 \left[ \frac{1}{2} f'(a) a - \frac{1}{2} \right] = 4\pi P a^2. \tag{117}$$

If we now consider two solutions to Einstein’s equations differing infinitesimally in the parameters such that horizons occur at two different radii $a$ and $a + da$, then multiplying equation (117) by $da$, we get

$$\frac{c^4}{2G} f'(a) a da - \frac{c^4}{2G} da = P(4\pi a^2 da). \tag{118}$$

The right-hand side is just $P dV$ where $V = (4\pi/3) a^3$ is what is called the areal volume which is the relevant quantity when we consider the action of pressure on a surface area. In the first term, we note that $f'(a)$ is proportional to horizon temperature in equation (116). Rearranging this term slightly and introducing a $h$ factor by hand into an otherwise classical equation to bring in the horizon temperature, we can rewrite equation (118) as

$$\frac{\hbar c f'(a)}{4\pi k_B T} \frac{c^3}{Gh} \left( \frac{1}{4\pi a^2} \right)^{1/3} = \frac{-1}{2} \frac{c^4}{G} \frac{da}{dE} = \frac{P dV}{P dV}. \tag{119}$$

The labels below the equation indicate a natural—and unique—interpretation for each of the terms and the whole


The uniqueness of the factor \( P(4\pi a^2) \, da \), where \( 4\pi a^2 \) is the proper area of a surface of radius \( a \) in spherically symmetric spacetimes, implies that we cannot carry out the same exercise by multiplying equation (117) by some other arbitrary factor \( F(a) \, da \) instead of just \( da \) in a natural fashion. This, in turn, uniquely fixes both \( E \) and the combination \( T \, dS \). The product \( T \, dS \) is classical and independent of \( h \) and hence we can determine \( T \) and \( S \) only within a multiplicative factor. The only place we introduced \( \bar{S} \) is analogous to the situation in classical thermodynamics in contrast to statistical mechanics. The \( T \, dS \) in thermodynamics is independent of Boltzmann’s constant while statistical mechanics willlead to \( S \propto k_B \) and \( T \propto 1/k_B \).

It must be stressed that this result is quite different from the conventional first law of black hole dynamics, a simple version of which was mentioned in equation (2). The difference is easily seen, for example, in the case of Reissner–Nordstrom black hole. More generally, if a \( \text{chargeless} \) particle of mass \( dM \) is dropped into a Reissner–Nordstrom black hole, then the standard first law of black hole thermodynamics will give \( T \, dS = dM \). But in equation (119), the energy term, defined as \( E = a/2 \), changes by \( dE = (\text{da}/2) = (1/2)[a/(a - M)] \, dM \neq \, dM \). It is easy to see, however, that for the Reissner–Nordstrom black hole, the combination \( dE + P \, dV \) is precisely equal to \( dM \) making sure \( T \, dS = dM \). So we need the \( P \, dV \) term to get \( T \, dS = dM \) from equation (119) when a \( \text{chargeless} \) particle is dropped into a Reissner-Nordstrom black hole. More generally, if \( da \) arises due to changes \( dM \) and \( dQ \), it is easy to show that equation (119) gives \( T \, dS = dM - (Q/a) \, dQ \) where the second term arises from the electrostatic contribution. This ensures that equation (119) is perfectly consistent with the standard first law of black hole dynamics in those contexts in which both are applicable but \( dE \neq \, dM \) in general. It may also be noted that the way equation (119) was derived is completely local and quite different from the way one obtains first law of black hole thermodynamics.

It is quite surprising that Einstein’s field equations evaluated on the horizon reduces to a thermodynamic identity. More sharply stated, we have no explanation as to why an equation like equation (119) should hold in classical gravity, if we take the conventional route. This strongly suggests that the association of entropy and temperature with a horizon is quite fundamental and is actually connected with the dynamics (encoded in Einstein’s equations) of the gravitational field. The fact that quantum field theory in a spacetime with horizon exhibits thermal behaviour should then be thought of as a consequence of a more fundamental principle.

5.2. Gravitational field equations as a thermodynamic identity on the horizon

If this conjecture is correct, the equality—between field equations on the horizon and the thermodynamic identity—should have a more general validity. This has now been demonstrated for an impressively wide class of models such as the cases of stationary axisymmetric horizons and evolving spherically symmetric horizons in Einstein gravity [110], static spherically symmetric horizons [111] and dynamical apparent horizons [112] in Lanczos–Lovelock gravity, generic, static horizon in Lanczos–Lovelock gravity [113], three-dimensional BTZ black hole horizons [114], FRW cosmological models in various gravity theories [115–123] and even in [124] the case Horava–Lifshitz gravity.

We shall describe briefly how this is achieved in the case of an arbitrary, static, horizon in Einstein’s theory and in Lanczos–Lovelock models (for more details, see [113]). Consider a static spacetime with the metric

\[
ds^2 = -N^2 \, dt^2 + dt^2 + \sigma_{AB} dy^A dy^B,
\]

where \( \sigma_{AB}(n, y^A) \) is the transverse metric, and the Killing horizon, generated by the timelike Killing vector field \( \xi = \partial_t \), is approached as \( N^2 \to 0 \). Near the horizon, \( N \approx \kappa \, n + \mathcal{O}(n) \) where \( \kappa \) is the surface gravity [125]. The \( t = \text{constant} \) part of the metric is written by employing Gaussian normal coordinates for the spatial part of the metric spanned by \( (n, y^A) \) with \( n \) being the normal distance to the horizon. By manipulating Einstein’s equations evaluated on the horizon, one can prove [113] the following relation:

\[
\frac{\kappa}{2\pi} \frac{\partial}{\partial \lambda} \left( \frac{1}{4} \sqrt{\sigma} \right) \delta \lambda = - \frac{1}{8\pi} G_{\xi \xi} \sqrt{\sigma} \delta \lambda = \frac{1}{8\pi} G_{n n} \sqrt{\sigma} \delta \lambda = \frac{1}{8\pi} \frac{1}{\bar{S}} \sqrt{\sigma} \delta \lambda, \tag{122}
\]

where \( \lambda \) is the affine parameter along the outgoing null geodesics and the \( R_{\xi} \) is the Ricci scalar of the on-horizon transverse metric, \( [\sigma_{AB}]_{\xi \xi} \). The Einstein tensor components are evaluated in an orthonormal tetrad appropriate for a timelike observer moving along the orbit of the Killing vector field generating the Killing horizon. This is denoted by a hat on the indices; for example, \( \xi = (-g_{\theta \theta})^{-1/2} \partial_{\theta} \), etc., and \( -G^t_\xi = G_{\xi \xi} = G(\xi, \xi) \). We have used \( G_{\xi \xi} \parallel_{\xi} = G_{n n} \parallel_{n} \) in the second equality in equation (122) and Einstein’s equation in the third one. (The fact that \( G_{\xi \xi} = G_{n n} \parallel_{n} \) on the horizon is crucial; more details regarding this symmetry can be found in [125]).

Multiplying equation (122) by \( d^3y \), and integrating over the horizon 2-surface, we obtain

\[
T \frac{\partial}{\partial \lambda} \left[ \frac{1}{4} \sqrt{\sigma} \, d^2y \right]_{\xi} \delta \lambda - \left[ \frac{1}{8\pi} R_{\xi} \sqrt{\sigma} \, d^3y \right]_{\xi} \frac{\delta \lambda}{2} = \int \rho_{\parallel} \sqrt{\sigma} \, d^3y \, \delta \lambda, \tag{123}
\]
where we have identified $T = \frac{\kappa}{2\pi}$ as the horizon temperature, and used the interpretation of $T \delta y$ as the normal pressure, $P_\perp$, on the horizon. We can therefore interpret

$$\mathcal{T} = \int_\mathcal{H} P_\perp \sqrt{\sigma} \, d^2y$$

(124)

as the the average normal force over the horizon ‘surface’ and $\mathcal{T} \delta \lambda$ as the (virtual) work done in displacing the horizon by an affine distance $\delta \lambda$. Equation (123) can now be written as

$$T \delta S - \delta_E \mathcal{T} = \mathcal{T} \delta \lambda,$$

(125)

where

$$S = \frac{1}{4} \int \sqrt{\sigma} \, d^2y$$

(126)

is (a priori) just a function of $\lambda$; in particular, the derivative of $S$ with respect to $\lambda$ is well defined and finite on the horizon. We only need the expression for $S$ very close to the horizon. The value of $S$ at $\lambda = \lambda_H$,  

$$S(\lambda = \lambda_H) = \frac{1}{4} \int_\mathcal{H} \sqrt{\sigma} \, d^2y$$

(127)

is equal to the Bekenstein–Hawking entropy of the horizon. We also identify the energy $E$ associated with the horizon as

$$E = \left(\frac{\chi}{2}\right) \frac{\lambda_H}{2},$$

(128)

where $\chi$ is the Euler characteristic of a two-dimensional compact manifold $\mathcal{M}_2$ which in this case would be the horizon 2-surface, given by

$$\chi(\mathcal{M}_2) = \frac{1}{4\pi} \int_{\mathcal{M}_2} R \, [\text{vol}]$$

(129)

(If the manifold has a boundary, then the expression for Euler characteristic will have additional boundary terms.) Thus Einstein’s equations evaluated on the horizon can be expressed as a thermodynamic identity and—as a bonus—we get a geometric definition of energy. Our particular identification of $E$ is fixed by the choice of the affine parameter along the outgoing null geodesics. In particular, this brings out the significance of the radial coordinate $r$ in spherically symmetric and stationary spacetimes; in either case, $r$ is the affine parameter along the outgoing null geodesics.

To connect up with the previous discussion, let us consider again the spherically symmetric case with a compact horizon, in which $\lambda = r$ and $\chi = 2$. We obtain $E = r_H/2$, with $r_H$ being the horizon radius, which matches with the standard expression for quasi-local energy for such spacetimes obtained previously. In general, for a compact, simply connected horizon 2-surface, $\chi = 2$ (since any such manifold is homomorphic to a 2-sphere), and we have, $E = \lambda_H/2$. Therefore, for spherically symmetric black holes, since $P_\perp = P_\perp^{(\perp)}$ is independent of the transverse coordinates $(\theta, \phi)$, we obtain

$$T \delta S - \delta E = P_\perp \delta V$$

(130)

with $\delta S = 2\pi r_\perp \delta r_H$, $\delta E = \delta r_H/2$, $P_\perp = T'(r_H)$, $\delta V = 4\pi r_H^2 \delta r_H$ and $T$ is the horizon temperature. We therefore recover the result in equation (119).

Exactly similar structure emerges for the near-horizon field equations of Lanczos–Lovelock gravity as well. In this case, the analysis proceeds along identical lines though the algebra is more complicated. To begin with, using the field equation $G_{\mu\nu}^m = (1/2)T_{\mu\nu}^m$ on the horizon for the $m$th order Lanczos–Lovelock theory in $D$ dimensions and manipulating the expressions, one can obtain [113] the relation:

$$2G_{\mu\nu}^m \sqrt{\sigma} \delta \lambda = \mathcal{T} \left( \frac{m}{8 \frac{m-1}{2}} \right) \mathcal{E}_{BC} \delta_{\lambda} \sigma_{BC} \sqrt{\sigma}$$

(131)

where $T$ is the horizon temperature, $L_{m}^{(D-2)}$ is the Lanczos–Lovelock Lagrangian for the $m$th order Lanczos–Lovelock theory in $D$ dimensions and

$$\mathcal{E}^R_A = \delta_{A C_1 \ldots D_{m-1}} (D-2) R_{A_1}^C B_1 \ldots (D-2) R_{A_{m-1}} C_{m-1} B_{m-1},$$

(132)

where the upper case Latin indices $A, B, \ldots$ run over the transverse coordinates. We can now prove that the factor multiplying $T$ in equation (131) is directly related to the variation of the following quantity, with the variation being evaluated at $\lambda = \lambda_H$:

$$S = 4\pi m \int_\mathcal{H} d\Sigma \, L_{m-1}^{(D-2)}.$$  

(133)

To do this, we use the fact that the variation of $S$ in equation (133) must give equations of motion for the $(m-1)^{th}$ order Lanczos–Lovelock term in $(D-2)$ dimensions. The variation would also produce surface terms, which would not contribute when evaluated at $\lambda = \lambda_H$ because the horizon is a compact surface with no boundary.) We therefore have

$$\delta_S S = -4\pi m \int_\mathcal{H} d\Sigma \, \mathcal{E}_{BC} \delta_\lambda \sigma_{BC},$$

(134)

where the variation is evaluated on $\lambda = \lambda_H$. Noting that the Lagrangian is

$$L_{m-1}^{(D-2)} = \frac{1}{16\pi} \frac{m}{2^{m-1}} \sum_{A_1 \ldots A_{m-1}} (D-2) R_{A_1}^C B_1 \ldots (D-2) R_{A_{m-1}} C_{m-1} B_{m-1}$$

(135)

and $\mathcal{E}^R_A = \frac{1}{2^{m-1}} \frac{m}{2^{m-1}} \delta_{A C_1 \ldots D_{m-1}} (D-2) R_{A_1}^C B_1 \ldots (D-2) R_{A_{m-1}} C_{m-1} B_{m-1}$, we see that

$$\mathcal{E}^R_C = -\frac{1}{2^{m-1}} \frac{m}{2^{m-1}} \mathcal{E}^R_C.$$ 

(136)

Therefore, we obtain

$$\delta_S S = \frac{1}{8} \frac{m}{2^{m-1}} \int_\mathcal{H} d\Sigma \, \mathcal{E}_{BC} \delta_\lambda \sigma_{BC},$$

(137)

which is precisely the integral of the factor multiplying $T$ in equation (131). As mentioned earlier, $S$ defined in equation (133) is a function of $\lambda$, and its derivative with respect to $\lambda$ is well defined and finite on the horizon. The expression for $S$, evaluated at $\lambda = \lambda_H$, is

$$S(\lambda = \lambda_H) = 4\pi m \int_\mathcal{H} d\Sigma \, L_{m-1}^{(D-2)}.$$ 

(138)
can be interpreted as the entropy of the horizon and it matches with the standard result in equation (108) obtained by other methods. Multiplying equation (131) by $d^{(D-2)}y$, integrating over the horizon surface, and taking the $n \to 0$ limit, we now see that it can be written as

$$T \delta \lambda \propto \int \delta \lambda \left[ \int \frac{T^2}{T^2} \right]$$

and the integral is (1/2)$T^2$ in the first equality, and the relation $G \propto \int \frac{T}{T}$ in the second equality. This equation now has the desired form of the first law of thermodynamics, when we identify: (i) the $S$, defined by equation (138), as the entropy of horizons in Lanczos–Lovelock gravity; indeed, exactly the same expression for entropy has been obtained in the literature using the Wald entropy (e.g. [126]) and (ii) the second term on the left-hand side of equation (139) as $E$; this leads to the definition of $E$ to be

$$E = \int \delta \lambda \int \frac{T^2}{T^2} \propto H.$$
used in string theory.) This structure has a simple physical meaning that can be understood as follows [39, 40]. Given a Lagrangian \( L_q(q, \dot{q}, q) \) in classical mechanics, say, one can obtain the standard Euler–Lagrange equations by varying \( q \) in the action functional with the condition \( \delta q = 0 \) at the boundary. Consider now a different Lagrangian defined as

\[
L_p(\dot{q}, \ddot{q}, q) \equiv L_q(q, \dot{q}) = \frac{d}{dt} \left( q \frac{\partial L_q}{\partial \dot{q}} \right). \tag{149}
\]

This Lagrangian, unlike \( L_q \), contains \( \ddot{q} \). If we vary the action resulting from \( L_p(\dot{q}, \ddot{q}, q) \) but—instead of demanding \( \delta q = 0 \) at the boundary—demand that \( \delta p = 0 \) at the boundary where \( p(\dot{q}, \ddot{q}, q) \equiv (\partial L_q/\partial \dot{q}) \) is the momentum, then we will get the same equations of motion as the one obtained from \( L_q \). That is, even though \( L_p \) contains the second derivatives of \( q \), it leads to second order differential equations for \( q \) (rather than third order) if we fix \( p \) at the boundary. Lagrangians involving second derivatives of dynamical variables but in a specific combination through the second term in \( L_p(\dot{q}, \ddot{q}, q) \) are quite special. This idea generalizes trivially to field theory and we see, comparing equation (148) with equation (149), that Einstein’s theory has this special structure. It is this holographic relationship which allows the surface terms to contain information about the bulk.

5.5. Horizon entropy and the surface term in Einstein–Hilbert action

It is also easy to show that the surface term actually leads to the horizon entropy in the case of Einstein’s theory. To do this, we will work with the Euclidean extension of the action in which the horizon is mapped to the origin. Close to the origin, in Rindler-like coordinates, we have the metric of the form

\[
ds^2 = \kappa^2 \xi^2 \, dt^2 + d\xi^2 + dx_\perp^2. \tag{150}
\]

To evaluate the surface integral arising from \( L_{\text{sur}} \) in equation (146) on the horizon, we shall compute it on the surface \( \xi = \epsilon \) around the origin in the \( \xi - t_0 \) plane and then take the limit of \( \epsilon \to 0 \). So we need to integrate \( \sqrt{h_n} V^c \) where \( V^c \) is defined by equation (146), \( \sqrt{h} = \kappa \epsilon \sqrt{\sigma} \) with \( \sigma \) being the determinant of the metric in the transverse coordinates and \( n^c = \delta_\perp^c \) is the normal. In the integral, the range of \( t_0 \), being an angular coordinate, is \( (0, \beta = 2\pi/\kappa) \). Using \( V^c = -2/\epsilon \), we find that the surface contribution to the action is

\[
16\pi A_{\text{sur}} = \int_{t_0}^{2\pi/\kappa} dt_0 \int d^2x_\perp (\kappa \epsilon \sqrt{\sigma}) \left( \frac{2}{\epsilon} \right) = -4\pi A_\perp. \tag{151}
\]

Therefore,

\[
A_{\text{sur}} = -\frac{1}{4} A_\perp \tag{152}
\]

where \( A_\perp \) is the transverse area. This result shows that the surface term in the action has a direct thermodynamic meaning as the horizon entropy [127]. The sign flips if we change the sign of \( n_\perp \) and hence is not of real significance. (But, with our choice for \( n_\perp \), the sign can be explained by the fact that the probability for a configuration is related to Euclidean action by \( P \propto \exp(-A_{\text{sur}}) \) while \( P \propto \exp(S) \) where \( S \) is the entropy; hence \( S = -A_{\text{sur}} \).) As we said before, this result has no explanation in the conventional approach in which the field equations know nothing about the surface term.

There is another curious aspect related to the surface term in Einstein–Hilbert action which is worth mentioning. In standard quantum field theory, the kinetic term for the field \( \phi \) will be quadratic in the derivatives of the field variable \( (\partial \phi)^2 \) which will be integrated over the four volume to obtain the action. In natural units, action is dimensionless and hence all fields will have the dimension of inverse length. In the case of gravitational field, one might like to associate a second rank symmetric tensor field, \( H_{ab} \), to describe the graviton. In that case, the metric \( g_{ab} \) will be interpreted as \( g_{ab} = \eta_{ab} + l H_{ab} \) where \( l \) is a constant with dimensions of length. (In normal units, \( l^2 \propto (G\hbar/c^3) \).) Let us consider what happens to the Einstein–Hilbert action when we use this expansion and retain terms up to the lowest non-vanishing order in the bulk and surface terms. Expanding \( L_{\text{quad}} \) and \( L_{\text{sur}} \) in Taylor series in \( l \) and choosing \( l^2 = 16\pi G \), where \( G \) is the Newtonian gravitational constant re-introduced for the sake of clarity, we find that the action functional becomes

\[
A = \frac{1}{16\pi G} \int d^4x \sqrt{-g} R = A_{\text{quad}} + A_{\text{sur}}, \tag{153}
\]

where

\[
A_{\text{quad}} = \frac{1}{4} \int d^4x M^{\alpha\beta\epsilon\zeta}(\eta^{mn}) \partial_\alpha H_{bc} \partial_\beta H_{\epsilon\zeta} + O(l) \tag{154}
\]

and

\[
A_{\text{sur}} = \frac{1}{4l} \int d^4x \partial_\alpha \partial_\beta [H^{ab} - \eta^{ab} H], + O(1) \tag{155}
\]

with

\[
M^{\alpha\beta\epsilon\zeta}(\eta^{mn}) = [\eta^{\alpha\epsilon} \eta^{\beta\zeta} \eta^{ij} - \eta^{\alpha\zeta} \eta^{\beta\epsilon} \eta^{ij} + 2\eta^{\alpha\epsilon} \eta^{\beta\zeta} \eta^{ij} - 2\eta^{\epsilon\zeta} \eta^{ij}]. \tag{156}
\]

This \( A_{\text{quad}} \) matches exactly with the action for the spin-2 field known as Fierz-Pauli action (see, e.g. [128]). However, the surface term—which is usually ignored in the discussions—is non-analytic in the coupling constant. Hence one cannot provide an interpretation of black hole entropy (which, as we have seen, can be obtained from the surface term in the action) in the linear, weak coupling limit of gravity. The integral we evaluated in the Euclidean sector around the origin to obtain the result in equation (152) cannot even be defined usefully in the weak field limit because we used the fact that \( g_{00} \) vanishes at the origin. When we take \( g_{00} = \eta_{00} + h_{00} \) and treat \( h_{00} \) as a perturbation, it is obviously not possible to make \( g_{00} \) vanish.

In fact, the non-analytic behaviour of \( A_{\text{sur}} \) on \( l \) can be obtained from fairly simple considerations related to the algebraic structure of the curvature scalar. In terms of a spin-2 field, the final metric arises as \( g_{ab} = \eta_{ab} + l H_{ab} \) where \( l \propto \sqrt{G} \) has the dimension of length and \( H_{ab} \) has the correct dimension of \( (\text{length})^{-1} \) in natural units with \( \hbar = c = 1 \). Since the scalar
curvature has the structure \( R \simeq (\partial g)^2 + \partial^2 g \), substitution of 
\[ g_{ab} = \eta_{ab} + l H_{ab} \]
gives to the lowest order:
\[ L_{EH} \propto \frac{1}{l^2} R \simeq (\partial H)^2 + \frac{1}{l} \partial^2 H. \] (157)
Thus the full Einstein–Hilbert Lagrangian is non-analytic in \( l \) because of the surface term.

5.6. Holographic structure of action functional in Lanczos–Lovelock gravity

We shall now consider the generalization of these results to Lanczos–Lovelock theories with an action described by a tensor \( Q^{abcd} \). In this case, \( Q^{abcd} \) depends on the metric as well as curvature tensor but not on the derivatives of the curvature tensor. The Lagrangian for the \( m \)th order Lanczos–Lovelock theory in \( D \) dimension is given by
\[ L_{(m)} = \int \frac{\epsilon^{157...2k-1} \epsilon^{24R_{13}^8 ... R_{2k-3}^{2k-1}}}{3!} \; k = 2m, \] (158)
where \( k = 2m \) is an even number. The \( L_{(m)} \) is clearly a homogeneous function of degree \( m \) in the curvature tensor \( R_{abcd} \) so that it can also be expressed in the form
\[ L_{(m)} = \frac{1}{m} \left( \frac{\partial L_{(m)}}{\partial R_{abcd}} \right) R_{abcd} = \frac{1}{m} \beta^{abcd} \; P_{abcd}, \] (159)
where \( \beta^{abcd} \equiv (\partial L_{(m)}/\partial R_{abcd}) \) so that \( P^{abcd} = m Q^{abcd} \).

The canonical momentum conjugate to the metric has to be defined more carefully in this case because \( L_{\text{bulk}} \) will contain second derivatives of the metric (unlike in the case of Einstein’s theory). Once this technical problem is taken care of, one can show by direct computation that the surface and bulk terms obey a holographic relation given by
\[
[(D/2) - m] L_{\text{sur}}^{(m)} = -\partial \left[ \frac{\delta L_{\text{bulk}}^{(m)}}{\delta (\partial g_{ab})} + \partial g_{ab} \frac{\delta L_{\text{bulk}}^{(m)}}{\delta (\partial g_{ab})} \right],
\] (160)
where the Euler derivative is defined as
\[
\frac{\delta L}{\delta \phi} = \frac{\delta L}{\delta \phi} \mid_{\partial \phi} = \partial_{\phi} \left[ \partial_{\phi} L \mid_{\partial \phi} \right] + \cdots.
\] (161)

The proof involves straightforward combinatorics [41]. This shows that a wide class of gravitational theories which have the surface term in the action functional exhibits the holographic relationship between surface and bulk terms.

5.7. Horizon entropy from the surface term in the Lanczos–Lovelock action functional

To generalize the result that the surface term in the action functional gives the entropy of the horizon, we need to compare the surface term with the entropy in the Lanczos–Lovelock theories which was obtained earlier in equation (96) by using the Noether theorem. We saw that the Noether charge approach leads to the expression (see equation (103)):
\[ S_{\text{Noether}} = 2 \beta m \int_{\tau_R} d^{D-2} \sqrt{-g} \; Q^{dR_{0}} \partial_{d} g_{a0}; \; \beta = \frac{2\pi}{\kappa}.
\] (162)
We will now show that the same result can be obtained by evaluating the surface term in the action on the horizon. For the Lanczos–Lovelock models, the bulk and the surface Lagrangians are given by
\[ L_{\text{quad}} = 2 Q^{abcd} \epsilon_{dkl} \epsilon^{kl}; \quad L_{\text{sur}} = 2 \partial_{e} \sqrt{-g} \; Q^{abcd} \epsilon^{ae} \] (163)
In the stationary case, the contribution of surface term on the horizon is given by
\[ S_{\text{sur}} = 2 \int d^{D-2} x \; \sqrt{-g} \; Q^{abcd} \partial_{b} g_{ad} \] (164)
Once again, taking the integration over \( t \) to be in the range \((0, \beta)\) and ignoring transverse directions, we get
\[ S_{\text{sur}} = 2 \beta \int d^{D-2} x \; \sqrt{-g} \; Q^{dR_{0}} \partial_{b} g_{0a}. \] (165)
Comparing with equation (162), we find that
\[ S_{\text{Noether}} = m S_{\text{sur}}. \] (166)
The overall proportionality factor \( m \) has a simple physical meaning. Equation (160) tells us that the quantity \( m S_{\text{sur}} \), rather than \( L_{\text{sur}} \), which has the ‘d(qp)’ structure and it is this particular combination which plays the role of entropy, as to be expected.

It must be stressed that the above results defy understanding in the conventional approach. To begin with, it is not clear why the simplest generally covariant action in general relativity (and in Lanczos–Lovelock models) contains a total divergence term which leads to a surface term. Further, in the conventional approach, we ignore the surface term completely (or cancel it with a counter-term) and obtain the field equation from the bulk term in the action. Any solution to the field equation obtained by this procedure is logically independent of the nature of the surface term. But when the surface term (which was ignored) is evaluated at the horizon that arises in any given solution, it does correctly give the entropy of the horizon. This is possibly because of the specific relationship between the surface term and the bulk term given by equations (148) and (160). But these relations are again totally unexplained feature in the conventional approach to gravitational dynamics. Given that the surface term has the thermodynamic interpretation as the entropy of horizons, and is related holographically to the bulk term, we are again led to an indirect connection between spacetime dynamics and horizon thermodynamics.

5.8. Gravitational action as the free energy of spacetime

There is one more aspect of the gravitational action functional which adds strength to the thermodynamic interpretation. We can show that, in any static spacetime with a bifurcation horizon (so that the metric is periodic with a period \( \beta = 2\pi/\kappa \) in the Euclidean sector), the action functional for gravity can be interpreted as the free energy of spacetime.
Since the spacetime is static, there exists a timelike Killing vector field $\xi^a$ with components $\xi^a = (1, 0)$ in the natural coordinate system which exhibits the static nature of the spacetime. The conserved Noether current for the displacement $x^a \rightarrow x^a + \xi^a$ is given by equation (89). We will work in the Euclidean sector and integrate this expression, taken on-shell with $2G_{ab} = T_{ab}$, over a constant-$t$ hypersurface with the measure $d\Sigma_a = g^{0a} N\sqrt{h} \, d^{D-1}x$ where $g^{0a} = N^2$ and $h$ is the determinant of the spatial metric. Multiplying by the period $\beta$ of the imaginary time, we get

$$\beta \int J^a \, d\Sigma_a = \beta \int T^a_b \, \xi^b \, d\Sigma_a + \beta \int L \xi^a \, d\Sigma_a$$

$$= \int (\beta N) T^a_b \, u^a \sqrt{h} \, d^{D-1}x + \int_0^\beta \frac{d\beta}{\beta} \int L \sqrt{h} \, d^{D-1}x,$$

where we have introduced the four-velocity $u^a = \xi^a / N = N^{-1}g^{0a}$ of observers moving along the orbits of $\xi^a$ and the relation $d\Sigma_a = u^a \sqrt{h} \, d^{D-1}x$. The term in equation (106) involving the Lagrangian gives the Euclidean action for the theory. In the term involving $T_{ab}$ we note that $\beta N \equiv \beta_{\text{loc}}$ corresponds to the correct redshifted local temperature. Hence we can define the (thermally averaged) energy $E$ as

$$\int (\beta N) T^a_b \, u^a \sqrt{h} \, d^{D-1}x = \beta_{\text{loc}} T^a_b \, u^a \sqrt{h} \, d^{D-1}x \equiv \beta E.$$ 

We thus get

$$A = \beta \int J^a \, d\Sigma_a - \beta E.$$

We have, however, seen earlier that the first term involving the Noether charge gives the horizon entropy, which continues to hold true in the Euclidean sector. Therefore, we find that

$$A = S - \beta E = -\beta E,$$

where $F$ is the free energy. (Usually, one defines the Euclidean action with an extra minus sign as $A = -A_E$ in which case the Euclidean action can be interpreted directly as the free energy.) The motivation for the definition of $E$ in equation (168) now becomes clear since the entropy is related to the spatial integral of the energy density $\rho(x)$ with a weightage factor $\beta(x)$ when the temperature varies in space. One can also obtain from equation (167) the relation:

$$S = \beta \int J^a \, d\Sigma_a = \int \sqrt{-g} \, d^Dx (\rho + L),$$

where $\rho = T_{ab}a^a u^b$. This equation gives the entropy in terms of matter energy density and the Euclidean action. Alternatively, if we assume that the Euclidean action can be interpreted as the free energy, then these relations provide an alternate justification for interpreting the Noether charge as the entropy. (Similar results have been obtained in [129] by a more complicated procedure and with a different motivation.)

There is another result which one can obtain from the expression for the Noether current. Taking the $J^0$ component of equation (89) and writing $J^0 = \nabla_a J^{0a}$ we obtain

$$L = \frac{1}{\sqrt{-g}} \partial_\alpha \left( \sqrt{-g} \, J^{0\alpha} \right) - 2G_{00}^0,$$

Only spatial derivatives contribute in the first term on the right-hand side when the spacetime is static. This relation shows that the action obtained by integrating $L \sqrt{-g}$ will generically have a surface term related to $J^{0b}$ (In Einstein gravity equation (172) will read as $L = 2R_{00}^0 - 2G_{00}^0$; our result generalizes the fact that $R_{00}^0$ can be expressed as a total divergence in static spacetimes [130]). This again illustrates, in a very general manner, why the surface terms in the action functional lead to horizon entropy.

Equation (172) can be expressed more formally by introducing a vector $l_k \equiv \nabla_k t = \delta_k t = (1, 0)$ which is the unnormalized normal to $t$ constant hypersurfaces. The unit normal is $\hat{t}_k = Nl_k = -u_k$ in the Lorentzian sector. Contracting $l_k$ with the expression for Noether charge, written for a Killing vector $\xi^a$, in the form

$$2G^{kb}_b + L^{kb}_b = J^k = \nabla_a J^{ka}$$

and using $l_k \nabla_a J^{ka} = \nabla_a (l_k J^{ka})$, we get

$$L = \nabla_a (l_k J^{ka}) - 2G^{kb}_b l_k = \frac{1}{\sqrt{-g}} \partial_\alpha \left( \sqrt{-g} l_k J^{ka} \right) - 2G^{kb}_b l_k,$$

which is identical to equation (172) but is sometimes more convenient for manipulation.

Finally, we show how several of the results obtained in [69] providing a thermodynamic interpretation for Einstein–Hilbert action, can be generalized for Lanczos–Lovelock gravity. Using the Lanczos–Lovelock equations of motion, we can easily show that, for the $m$th order Lanczos–Lovelock model in $D$ dimensions,

$$T = -(D-2m) L; \quad 2G^a_b + L^{ka}_b = T^a_b - \frac{1}{(D-2m)} \delta^a_b T.$$ 

Defining as before $\rho = T_{ab}u^a u^b$ and

$$\epsilon \equiv \left[ T^a_b - \frac{1}{(D-2m)} \delta^a_b T \right] u^a u^b$$

we have the relations

$$\epsilon - \rho = -L; \quad \nabla_a (l_k J^{ka}) = -\epsilon.$$

Integrating over spacetime, treating the time integral as multiplication by $\beta$, and defining the entropy in terms of the Noether charge, we get

$$S = \beta E = -A = -\beta F$$

and $S = (\beta/2) M$ where $M$ is the generalization of the Komar mass, defined as the thermally weighted integral

$$\beta M = 2 \int \beta_{\text{loc}} \sqrt{h} d^{D-1}x.$$
horizon area, the relation \( S = (\beta/2)M \) can be written as \( M = (1/2)n_k T \) with \( n = A/H \). This is just the law of equipartition of energy among the horizon degrees of freedom [131] if we think of horizon as divided into patches of size \( L^2 \).

More generally, the definition of entropy given in [69] leads to the equipartition law as an integral over the local acceleration temperature \( T_{loc} \equiv (N a^\mu n_\mu)/2\pi \) and is given by

\[
M = \frac{1}{2} k_B \int d^2 x \frac{\sqrt{\sigma}}{L^2} \left\{ \frac{N a^\mu n_\mu}{2\pi} \right\} \equiv \frac{1}{2} k_B \int d^n T_{loc},
\]

(180) thereby identifying the number of degrees of freedom to be \( dn = \sqrt{\sigma} d^2 x / L^2 \) in an area element \( \sqrt{\sigma} d^2 x \). (One can, alternatively, write down this relation by inspection and obtain the gravitational field equations as a consequence, provided one accepts the choice of various numerical factors.) This suggests that we interpret the relation \( S = (\beta/2)M \) as the law of equipartition even in the more general context of Lanczos–Lovelock theories and identify \( M/(\sqrt{k_B} T) \) as \( 4S \) as the effective number of degrees of freedom. (In the Lanczos–Lovelock models this will not be proportional to the area.) The Noether current and its relation to entropy will play a crucial role in our future discussions.

5.9. Why are gravitational actions functionals holographic?

We shall now reinterpret the above results by approaching them, from first principles, in a manner which makes these relations logically transparent [39].

We will start with the principle of equivalence and draw from it three important consequences. First, it implies that, from first principles, in a manner which makes these relations logically transparent [39].

First, if the theory is generally covariant, so that observers with horizons (such as, uniformly accelerated observers using a Rindler metric) need to be accommodated in the theory, such a theory must have an action functional that contains a surface term. (Since general covariance leads to the Noether current, which in turn shows that the theory will have surface term—see equation (172)—we already have a direct demonstration of this connection in all static spacetimes.) Second, if the surface term has to encode the information which is blocked by the horizon, then there must exist a simple relation between the bulk term and surface term in the action and it cannot be arbitrary. Third, if the surface term encodes information which is blocked by the horizon, then it should actually lead to the entropy of the horizon. In other words, we should be able to compute the horizon entropy by evaluating the surface term.

These three requirements are very strong constraints on the nature of action functional describing a theory of gravity. In fact these are sufficiently powerful for us to reconstruct the action functional for this class of theories. We shall illustrate [134, 130] how this can be done in the case of Einstein’s theory.

To do this we shall start with the assumption that the action in general relativity will have a surface term (obtained by integrating a local divergence) which is holographically related to the bulk term by equation (148). This specific form is needed to ensure that the \textit{same} equations of motion are obtained from \( A_{bulk} \) or from another \( A' \) (both, as yet, unknown) where

\[
A' = \int d^4 x \sqrt{-g} g_{bulk} \left[ g_{ab} \frac{\partial}{\partial (\partial_a g_{bc})} \right] \equiv A_{bulk} + \int d^4 x \frac{\partial}{\partial (\partial_a g_{bc})} \sqrt{-g} V^c
\]

(181) with \( V^c \) constructed from \( g_{ab} \) and \( \Gamma'_{jk} \) with no further explicit dependence on \( -g \), which has been factored out. Further, \( V^c \) must be linear in the \( \Gamma \) since the original Lagrangian \( L_{bulk} \) was quadratic in the first derivatives of the metric. Since \( \Gamma \)’s vanish in the local inertial frame and the metric reduces to the Lorentzian form, the action \( A_{bulk} \) cannot be generally covariant. Our aim is to determine the surface term using the known expression for horizon entropy and then determine the bulk term which is consistent with the holographic relation. At this stage we have no assurance that the resulting action \( A' \) will be generally covariant but it is an important consistency check on the idea.

To obtain a quantity \( V^c \), which is linear in \( \Gamma \) and having a single index \( c \), from \( g_{ab} \) and \( \Gamma'_{jk} \), we must contract on two of the indices on \( \Gamma \) using the metric tensor. (Note that we require
The form of Rindler metric that is sufficiently general for our purpose can be taken to be
\[
d s^2 = 2x dt^2 + \frac{dl^2}{2kl} + (dy^2 + dz^2) \tag{184}
\]
where \(l(x)\) is an arbitrary function and \(l' = (dl/dx)\). The metric in the first line is same as the one in equation (7); the second line introduces an arbitrary coordinate \(x\) through the function \(l(x)\). The horizon is at \(l(x) = 0\) and \(k\) is the surface gravity for all \(l(x)\), giving the horizon temperature to be \(k/2\pi\).

Evaluating the surface term \(P^c\) in equation (183) for this metric, we get the only non-zero component to be
\[
P^x = 2x \left[ c_2 + \frac{ll''}{l^2} [c_1 - 2c_2] \right] \tag{185}
\]
so that the surface term in the action in equation (181) becomes
\[
A_{sur} = \beta P^x \int d^3 x \perp = \beta P^x A_{\perp} = 4\pi A_{\perp} \left[ c_2 + \frac{ll''}{l^2} [c_1 - 2c_2] \right], \tag{186}
\]
where \(A_{\perp}\) is the transverse area of the \((y-z)\) plane and the time integration is limited to the range \((0, \beta)\) with \(\beta = 2\pi/k\).

Demanding that \(A_{sur}\) give the horizon entropy, which we take to be proportional to the transverse area, as \(-\left(A_{\perp}/4A_p\right)\) where \(A_p\) is a constant, we get the condition:
\[
\left( c_2 + \frac{ll''}{l^2} [c_1 - 2c_2] \right) = -\frac{1}{16\pi A_p}. \tag{187}
\]
(The minus sign arises because we are working with Euclidean signature as in, for example, equation (152).) We demand that this equation should hold, on the horizon, for all functions \(l(x)\). If we take \(l(x) = x^n\), then \(ll''/l^2 = (n - 1)/n\). Taking \(n = 1\) makes the second term on the left-hand side of equation (187) vanish giving \(c_2 = -\left(16\pi A_p\right)^{-1}\). For other values of \(n\), we now require the second term to vanish identically which is possible only if \(c_1 = 2c_2\). (One might have thought that, since the horizon is at \(l = 0\), the second term on the left-hand side of equation (187) vanishes identically on the horizon and we can only determine \(c_2\). The above analysis shows that, for \(l(x) = x^n\) with \(n > 0\), the horizon is still at \(l = x = 0\) but \(ll''/l^2 = (n - 1)/n\) does not vanish on the horizon. It is this fact which allows us to determine \(c_1\) and \(c_2\). In fact, we only need to use \(n = 1\) and \(n = 2\) corresponding to the two standard forms of the Rindler metric to fix the two constants.) This completely determines \(c_1\) and \(c_2\) and hence the surface term. Continuing back to Lorentzian sector, we get
\[
P^c = -\frac{1}{16\pi A_p} \left( 2g^{ab} \partial_b \sqrt{-g} + \sqrt{-g} \partial_b g^{bc} \right) = -\frac{1}{16\pi A_p} \sqrt{-g} \partial_b (g^{bc}). \tag{188}
\]
This is precisely the surface term in Einstein–Hilbert action as can be seen by comparing with equation (147) and recalling
\[
P^c = \sqrt{-g} V^c. \tag{189}
\]
Given the form of \(P^c\) we need to solve the equation
\[
\left( \frac{\partial}{\partial g_{ab,c}} \right)_{g_{ab,c}} = P^c = -\frac{1}{16\pi A_p} \sqrt{-g} \partial_b (g^{bc}) \tag{189}
\]
to obtain the first order Lagrangian density. It is straightforward to show that this equation is satisfied by the Lagrangian
\[
\sqrt{-g} L_{bulk} = -\frac{1}{16\pi A_p} \left( \sqrt{-g} g^{ik} \left( \Gamma^l_{km} - \Gamma^l_{ik} \Gamma^m_{km} \right) \right), \tag{190}
\]
which we already know from equation (148). (The solution to equation (189) obtained in equation (190) is not unique. However, self-consistency requires that the final equations of motion for gravity must admit the line element in equation (184) as a solution. It can be shown, by fairly detailed algebra, that this condition makes the Lagrangian in equation (190) to be the only solution.) Given the two pieces, the final second order Lagrangian follows from our equation (181) and is, of course, the standard Einstein–Hilbert Lagrangian. In this approach, our full second order Lagrangian turns out to be the standard Einstein–Hilbert Lagrangian. Our result has been obtained, by relating the surface term in the action to the entropy per unit area, i.e. the surface terms dictates the form of the Lagrangian in the bulk through the holographic relation.

The same procedure works for Lanczos–Lovelock models though the mathematics is much more tedious. (This approach has also uncovered several other issues related to entropy, quasi-normal modes, etc and even a possibility of entropy being quantized [135] but we will not discuss these aspects.) Also, in the case of Lanczos–Lovelock gravity, the expression for entropy has no simple physical motivation unlike in Einstein’s theory. Hence, while this does illustrate the power of the holographic action principle it does not allow one to make significant further progress. We shall see later (see section 7.3) that the thermodynamic interpretation of the field equations actually arises from different approach in which we do not consider the metric as a fundamental variable.

5.10. Summary

The various results obtained in the previous sections can be briefly summarized as follows.

(a) It is possible to associate the notion of temperature with any bifurcation horizon in a fairly general manner...
by, for example, using the periodicity in the imaginary time. Association of entropy with a generic horizon is conceptually more involved but it seems quite unnatural to associate temperature with all horizons and entropy with only a subset of them. The association of thermodynamic variables to a horizon is not a special feature of Einstein’s theory and extends to a much wider class of theories of gravity.

(b) There are strong hints which suggest that horizon thermodynamics has a deep connection with gravitational dynamics, which is not apparent in the conventional approach to gravity. In particular, we have seen that:

- The field equations of gravity in a very wide class of theories reduce to the thermodynamic identity \( TdS = dE + PdV \) on the horizon. This result has no explanation in the conventional approach.
- The action functional in a wide class of theories of gravity contains both a bulk term and a surface term. There is a specific relationship between these two terms which allows these action functionals to be interpreted as a momentum space action functionals. It is not clear why this peculiar relation exists between the bulk and surface terms.
- The surface term of the action functional, when evaluated on the horizon in a solution, gives the entropy. This is quite mysterious since the field equations are obtained by varying the bulk term after the surface term has been ignored (or cancelled out by a counter-term). Therefore, the field equations and their solutions are completely independent of the surface term. We do not expect a specific property of the solution (for example, the horizon entropy) to be obtainable from the surface term which played no role in the field equations.
- The Euclidean action in any static spacetime can be interpreted as the free energy in a wide class of theories of gravity showing that the minimization of the action can be related to the minimization of free energy.

In the next two sections of this review, we shall provide an alternate perspective on gravity which will help us to understand these features better and in a fairly unified manner.

6. The emergent spacetime

In this section and the next, we shall present an alternative perspective on the nature of gravity motivated by the results described in the previous section. This approach, as we shall see, provides a natural setting for many of the results obtained in the earlier sections which are somewhat mysterious in the context of the conventional approach. The key feature of the new perspective is that it treats gravity as an emergent phenomenon and describes its dynamics in the thermodynamic limit. We will, therefore, begin by making clear what is meant by emergent phenomena in this context and establishing its connection with thermodynamics.

As we have already argued in section 1, the fact that spacetimes can be hot strongly indicates the existence of internal degrees of freedom for the spacetime. This fact probably would be accepted by most people working in quantum gravity since almost all these models introduces extra structures at microscopic (Planck) scales in the spacetime.

The natural picture which then emerges is that there are some ‘atoms of spacetime’ at the microscopic level and the description of spacetime in terms of variables such as metric and curvature is a continuum, long wavelength, approximation. This is analogous to description of a gas or a fluid in terms of dynamical variables such as density \( \rho \) and velocity \( v \) in the continuum limit, none of which have any relevance in the microscopic description.

The new ingredient we will introduce is based on the fact that, while we do not have definite knowledge about the statistical mechanics of atoms of spacetime, we should be able to develop the thermodynamic limit of the theory taking clues from horizon thermodynamics.

As emphasized in section 1, such an approach has two major advantages. First, the thermodynamic description has a universal validity which is fairly independent of the actual nature of the microscopic degrees of freedom. Second, the entropy of the system arises due to our ignoring the microscopic degrees of freedom. Turning this around, one can expect the form of entropy functional to encode the essential aspects of microscopic degrees of freedom, even if we do not know what they are. If we can arrive at the appropriate form of entropy functional, in terms of some effective degrees of freedom using our knowledge of horizon thermodynamics, then we can expect it to provide the correct description. As we know, thermodynamics was developed and used effectively decades before we understood the molecular structure of matter or its statistical mechanics.

Similarly, even without knowing the microstructure of spacetime or the full quantum theory of gravity, we should be able to make significant progress with the thermodynamic description of spacetime. The horizon thermodynamics provides valuable insights about the nature of gravity totally independent of what ‘the atoms of spacetime’ may be. This is what we will attempt to do. (There have been several other attempts in the literature to implement the idea that gravity is an emergent phenomenon, which we shall not discuss. They do not: (a) address issues we have raised regarding the action functionals and (b) cannot handle Lanczos–Lovelock models effectively; for a small sample of papers on other approaches, which contain additional references, see [136].)

6.1. Thermodynamic interpretation of field equations of gravity

Consider the action functional in equation (79) which, on variation, leads to the field equations

\[
2G_{ab} - T_{ab} = 0 \tag{191}
\]

where the explicit form of \( G_{ab} \) is given by equation (81). As mentioned earlier, this equation—which equates a geometrical

---

4 Incidentally, this is why thermodynamics needed no modification due to either relativity or quantum theory. An equation like \( TdS = dE + PdV \) will have universal applicability as long as effects of relativity or quantum theory are incorporated in the definition of \( S(E, V) \) appropriately.
quantity to matter variables—does not have any simple physical interpretation. The lack of an elegant principle to determine the dynamics of gravity is in sharp contrast with the issue of determining the kinematics of gravity which can be tackled through the principle of equivalence by demanding that all freely falling observers must find that the equations of motion for matter degrees of matter must reduce to their special relativistic form.

Our first aim will be to remedy this situation and provide a physical interpretation to equation (191). We will do this in a manner very similar in spirit to using freely falling observers to determine the kinematics of gravity. At every event in spacetime, we will introduce uniformly accelerating local Rindler observers and use the horizon thermodynamics perceived by these Rindler observers to constrain the background geometry. We shall begin by making the notion of local Rindler observers and their coordinate system well defined.

Let us choose any event $P$ and introduce a local inertial frame (LIF) around it with Riemann normal coordinates $X^a = (T, X)$ such that $P$ has the coordinates $X^a = 0$ in the LIF. Let $k^a$ be a future directed null vector at $P$ and we align the coordinates of LIF such that it lies in the $X-T$ plane at $P$. We next transform from the LIF to a locally Rindler frame (LRF) coordinates $x^a$ by accelerating along the $X$-axis with an acceleration $\kappa$ by the usual transformation. The metric near the origin now reduces to the form

$$ds^2 = -dT^2 + dX^2 + dx_1^2 = -\kappa^2 x^2 dr^2 + dx^2 + dLx_1^2$$

$$= -2\kappa l^2 \frac{dT^2}{2\kappa l^2} + dL x_1^2,$$  \hspace{1cm} (192)

where $(t, l, x_1)$ and $(t, x, x_1)$ are the coordinates of LRF. Let $\xi^a$ be the approximate Killing vector corresponding to translation in the Rindler time such that the vanishing of $\xi^a \xi_a = -$$N^2$ characterizes the location of the local horizon $H$ in LRF. Usually, we shall do all the computation on a timelike surface infinitesimally away from $H$ with $N = \text{constant}$, called a ‘stretched horizon’. Let the timelike unit normal to the stretched horizon be $n_a$.

This LRF (with metric in equation (192)) and its local horizon $H$ will exist within a region of size $L \ll R^{-1/2}$ (where $R$ is a typical component of curvature tensor of the background spacetime) as long as $\kappa^{-1} \ll R^{-1/2}$. This condition can always be satisfied by taking a sufficiently large $\kappa$ (see figure 3). This procedure introduces a class of uniformly accelerated observers who will perceive the null surface $T = \pm X$ as the local Rindler horizon $H$.

Essentially, the introduction of the LRF uses the fact that we have two length scales in the problem at any event. First is the length scale $R^{-1/2}$ associated with the curvature components of the background metric over which we have no control while the second is the length scale $\kappa^{-1}$ associated with the accelerated trajectory which we can choose. Hence we can always ensure that $\kappa^{-1} \ll R^{-1/2}$. In fact, this is clearly seen in the Euclidean sector in which the horizon maps to the origin (see figure 4). The locally flat frame in the Euclidean sector will exist in a region of radius $R^{-1/2}$ while the trajectory of a uniformly accelerated observer will be a circle of radius $\kappa^{-1}$ and hence one can always keep the latter inside the former. The metric in equation (192) is just the metric of the locally flat region in polar coordinates.

More generally, one can choose a trajectory $x^i(\tau)$ such that its acceleration $a^i = u^i u^j u_j$ (where $u^i$ is the timelike four-velocity) satisfies the condition $a^i a^j = \kappa^2$. In a suitably chosen LIF this trajectory will reduce to the standard hyperbola of a uniformly accelerated observer.

Our construction also defines local Rindler horizons around any event. Further, the local temperature on the stretched horizon will be $\kappa/2\pi N$ so that $\delta_{\text{loc}} = \beta N$ with $\beta \equiv \kappa/2\pi$. Note that in the Euclidean sector the Rindler observer’s trajectory is a circle of radius $\kappa^{-1}$ which can be made arbitrarily close to the origin. Suppose the observer’s trajectory has the usual form $X = \kappa^{-1} \sinh \kappa t$; $T = \kappa^{-1} \sin \kappa t$ which is maintained for a time interval of the order of $2\pi/\kappa$. Then, the trajectory will complete a full circle in the Euclidean sector irrespective of what happens later. When we work in the limit of $\kappa \rightarrow \infty$, our construction becomes arbitrarily local in both space and time [60, 137].

As stressed earlier in section 4.4, the local Rindler observers will perceive the thermodynamics of matter around them very differently from the freely falling observers. In particular, they will attribute a loss of entropy $\delta S = (2\pi/\kappa) \delta E$. 
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**Figure 3.** The left frame illustrates schematically the light rays near an event $P$ in the $\bar{t}-\bar{x}$ plane of an arbitrary spacetime. The right frame shows the same neighbourhood of $P$ in the locally inertial frame at $P$ in Riemann normal coordinates $(T, X)$. The light rays now become 45° lines and the trajectory of the local Rindler observer becomes a hyperbola very close to $T = \pm X$ lines which act as a local horizon to the Rindler observer.
In the same limit $k^I$ will become proportional to the original null vector $k^l$ we started with keeping everything finite. We now see that the condition $\delta S_{\text{grav}} = \delta S_{\text{matter}}$ leads to the result

$$[2G_{ab} - T_{ab}]k^a k^b = 0. \quad (196)$$

Since the original null vector $k_a$ was arbitrary, this equation should hold for all null vectors for all events in the spacetime. This is equivalent to $2G^{ab} - T^{ab} = \lambda g^{ab}$ with some constant $\lambda$. (Because of the conditions $\nabla_a G^{ab} = 0$, $\nabla_a T^{ab} = 0$, it follows that $\lambda$ must be a constant.)

We have thus succeeded in providing a purely thermodynamical interpretation of the field equations of any diffeomorphism invariant theory of gravity. Note that equation (196) has an extra symmetry which standard gravitational field equations do not have: this equation is invariant under the shift $T^{ab} \rightarrow T^{ab} + \mu g^{ab}$ with some constant $\mu$. This symmetry has important implications for the cosmological constant problem which we will discuss in section 7.5.

It is clear that the properties of LRF are relevant conceptually to define the intermediate notions (local Killing vector, horizon temperature, etc) but the essential result is independent of these notions. Just as we introduce local inertial frame to decide how gravity couples to matter, we use local Rindler frames to interpret the physical content of the field equations.

In section 3.5 we mentioned that $J^a$ is not unique and one can add to it the divergence of any antisymmetric tensor (see the discussion after equation (85)). In providing the thermodynamical interpretation to the field equations, we have ignored this ambiguity and used the expression in equation (83). There are several reasons why the ambiguity is irrelevant for our purpose. First, in a truly thermodynamical approach, one specifies the system by specifying a thermodynamic potential, say, the entropy functional. In a local description, this translates into specifying the entropy current which determines the theory. So it is perfectly acceptable to make a specific choice for $J^a$ consistent with the symmetries of the problem. Second, we shall often be interested in theories in which the equations of motion are no higher than second order and has the form in equation (97). In these Lanczos–Lovelock models it is not natural to add any extra term to the Noether current such that it is linear in $\xi^a$ as we approach the horizon with a coefficient determined entirely from metric and curvature. Finally, we shall obtain in section 7 the field equation from maximizing an entropy functional when this ambiguity will not arise.

It may be noted that our result only required the part of $J^a$ given by $2G_{ab}^e \xi^b$. Hence, one can obtain the same results by postulating the entropy current to be $J^a = 2G_{ab}^e \xi^b$ which is also conserved off-shell when $\xi^a$ is a Killing vector. In fact, one can give $2G_{ab}^e \xi^b$ an interesting interpretation. Suppose there are some microscopic degrees of freedom in spacetime, just as there are atoms in a solid. If one considers an elastic deformation $x^a \rightarrow x^a + \xi^a(x)$ of the solid, the physics can be formulated in terms of the displacement field $\xi^a(x)$ and one can ask how thermodynamic potentials like entropy change

---

**Figure 4.** The region around $P$ shown in figure 3 is represented in the Euclidean sector obtained by analytically continuing to imaginary values of $T$ by $T_0 = iT$. The horizons $T = \pm X$ collapse to the origin and the hyperbolic trajectory of the Rindler observer becomes a circle of radius $\kappa^{-1}$ around the origin. The Rindler coordinates $(t, x)$ become—on analytic continuation to $t_0 = i\kappa t_0$—the polar coordinates $(r = x, \theta = \kappa t_0)$ near the origin.

(see equation (113)) when an amount of energy $\delta E$ gets close to the horizon (within a few Planck lengths, say). In the Rindler frame the appropriate energy–momentum density is $T^\xi_\xi$. (It is the integral of $T^\xi_\xi d\Sigma_a$ that gives the Rindler Hamiltonian $H_R$, which leads to evolution in Rindler time $t$ and appears in the thermal density matrix $\rho = \exp -\beta H_R$.) A local Rindler observer, moving along the orbits of the Killing vector field $\xi^a$ with four-velocity $u^a = \xi^a/N$, will associate an energy density $u^a(T^a_\xi d\xi)$ and an energy $\delta E = u^a(T^a_\xi d\xi) dV_{\text{prop}}$ with a proper volume $dV_{\text{prop}}$. If this energy gets transferred across the horizon, the corresponding entropy transfer will be $\delta S_{\text{matter}} = \beta u^a \xi^b T_{ab} dV_{\text{prop}}$. Since $\beta u^a = (\beta N)(\xi^a/N) = \beta \xi^a$, we find that

$$\delta S_{\text{matter}} = \beta \xi^a \xi^b T_{ab} dV_{\text{prop}}. \quad (193)$$

Consider now the gravitational entropy associated with the local horizon. From the discussion of Noether charge as horizon entropy in section 3.5 (see equation (93)), we know that $\beta_{\text{loc}} J^a$, associated with the Killing vector $\xi^a$, can be thought of as local entropy current. Therefore, $\delta S = \beta_{\text{loc}} u^a J^a dV_{\text{prop}}$ can be interpreted as the gravitational entropy associated with a volume $dV_{\text{prop}}$ as measured by an observer with four velocity $u^a$. (The conservation of $J^a$ ensures that there is no irreversible entropy production in the spacetime.) Since $\xi^a$ is a Killing vector locally, satisfying equation (88) it follows that $\beta_{\xi} v = 0$ giving the current to be $J^a = (L \xi^a + 2G^{ab} \xi_b)$. For observers moving along the orbits of the Killing vector $\xi^a$ with $u^a = \xi^a/N$ we get

$$\delta S_{\text{grav}} = \beta_{\text{loc}} N u^a J^a dV_{\text{prop}} = \beta \xi^a J^a dV_{\text{prop}} = \beta [\xi^a (2G^{ab})] dV_{\text{prop}}. \quad (194)$$

As one approaches the horizon, $\xi^a \xi_a \rightarrow 0$ making the second term vanish and we find that

$$\delta S_{\text{grav}} = \beta [\xi^I (2G_{aj})] dV_{\text{prop}}. \quad (195)$$
under such displacement. Similarly, in the case of spacetime, one could think of
\[
\delta S_{\text{grav}} = \beta_{\text{loc}} (2G^b_h) u_a \delta x^b \tag{197}
\]
as the change in the gravitational entropy density under the ‘deformation’ of the spacetime \(x^a \rightarrow x^a + \delta x^a\) as measured by the Rindler observer with velocity \(u^a\). (One can show that this interpretation is consistent with all that we know about horizon thermodynamics.) So, one can interpret the left-hand side of gravitational field equation (\(2G^b_h\)) as giving the response of the spacetime entropy to the deformations. This matches with the previous results because \(\beta_{\text{loc}} u_a = \beta \xi_a\) implies that the entropy density will be proportional to \(2G^b_h a_k b\) on the horizon. We will see later that this interpretation remains valid in a very general context.

Once it is understood that the real physical meaning of the field equations lies in writing them in the form of equation (196), it is possible to reinterpret these equations in several alternative ways all of which have the same physical content. We shall mention two of them.

Consider an observer who sees some matter energy flux crossing the horizon. Let \(r_a\) be the spacelike unit normal to the stretched horizon \(\Sigma\), pointing in the direction of increasing \(N\). The energy flux through a patch of stretched horizon will be \(T_{ab} \xi^a r^b\) and the associated entropy flux will be \(\beta_{\text{loc}} T_{ab} \xi^a r^b\).

To maintain the second law of thermodynamics, this entropy flux must match the entropy change in the locally perceived horizon. The gravitational entropy current is given by \(\beta_{\text{loc}} J^a\), such that \(\beta_{\text{loc}} (r_a J^a)\) gives the corresponding gravitational entropy flux. So we require
\[
\beta_{\text{loc}} r_a J^a = \beta_{\text{loc}} T^{ab} r_a \xi_b \tag{198}
\]
hold at all events where \(J^a\) is the conserved Noether current corresponding to \(\xi^a\). The product \(r_a J^a\) for the vector \(r^a\), which satisfies \(\xi^a r_a = 0\) on the stretched horizon is \(r_a J^a = 2G^{ab} r_a \xi_b\).

Hence we get
\[
\beta_{\text{loc}} r_a J^a = 2G^{ab} r_a \xi_b = \beta_{\text{loc}} T^{ab} r_a \xi_b \tag{199}
\]
As \(N \rightarrow 0\) and the stretched horizon approaches the local horizon and \(N r^a\) approaches \(\xi^a\) (which in turn is proportional to \(k^i\)) so that \(\beta_{\text{loc}} r_a = \beta N r_a = \beta \xi_a\). So, as we approach the horizon equation (199) reduces to equation (196).

There is another way of interpreting this result which will be useful for further generalizations. Instead of allowing matter to flow across the horizon, one can equally well consider a virtual, infinitesimal (Planck scale), displacement of the \(\mathcal{H}\) normal to itself engulfling some matter. We only need to consider infinitesimal displacements because the entropy of the matter is not ‘lost’ until it crosses the horizon; that is, until when the matter is at an infinitesimal distance (a few Planck lengths) from the horizon. Some entropy will be again lost to the outside observers unless displacing a piece of local Rindler horizon costs some entropy.

We can verify this as follows: an infinitesimal displacement of a local patch of the stretched horizon in the direction of \(r_a\), by an infinitesimal proper distance \(\epsilon\), will change the proper volume by \(dV_{\text{prop}} = \epsilon \sqrt{\sigma} d^{(2-\epsilon)} x\) where \(\sigma_{ab}\) is the metric in the transverse space. The flux of energy through the surface will be \(T_{ab} r_a \xi_b\) and the corresponding entropy flux can be obtained by multiplying the energy flux by \(\beta_{\text{loc}}\). Hence the ‘loss’ of matter entropy to the outside observer because the virtual displacement of the horizon has engulfed some matter is \(\delta S_m = \beta_{\text{loc}} \delta E = \beta_{\text{loc}} T^{ab} r_a \xi_b dV_{\text{prop}}\). To find the change in the gravitational entropy, we again use the Noether current \(J^a\) corresponding to the local Killing vector \(\xi^a\). Multiplying by \(r^a\) and \(\beta_{\text{loc}} = \beta N\), we get
\[
\beta_{\text{loc}} r_a J^a = \beta_{\text{loc}} \xi_a r_a T^{ab} + \beta N (r_a \xi^a)L. \tag{200}
\]
As the stretched horizon approaches the true horizon, we know that \(N r_a \rightarrow \xi^a\) and \(\beta \xi^a \xi_a L \rightarrow 0\) making the last term vanish. So
\[
\delta S_{\text{grav}} = \beta \xi_a J^a dV_{\text{prop}} = \beta T^{ab} \xi_a \xi_b dV_{\text{prop}} = \delta S_m \tag{201}
\]
showing the validity of local entropy balance for any \(\beta\). In this limit, \(\xi^a\) also goes to \(\kappa k^i\) where \(\lambda\) is the affine parameter associated with the null vector \(k^a\) we started with and all the reference to LRF goes away.

7. Gravity: the inside story

7.1. An entropy maximization principle for gravitational field equations

The last interpretation given above is similar to switching from a passive point of view to an active point of view. Instead of allowing matter to fall into the horizon, we are making a displacement of the horizon surface to engulf the matter when it is infinitesimally close to the horizon. But in the process, we have introduced the notion of virtual displacement of horizons and, for the theory to be consistent, this displacement of these surface degrees of freedom should cost some entropy. This allows one to associate an entropy functional with the normal displacement of any horizon.

An analogy may be helpful in this context. If gravity is an emergent, long wavelength, phenomenon such as elasticity then the diffeomorphism \(x^a \rightarrow x^a + \xi^a\) is analogous to the elastic deformations of the ‘spacetime solid’ [138]. It then makes sense to demand that the entropy density should be a functional of \(\xi^a\) and its derivatives \(\nabla_i \xi^a\). By constraining the functional form of this entropy density, we should be able to obtain the field equations of gravity by a maximization principle. Recall that thermodynamics relies entirely on the form of the entropy functional to make predictions. Hence, if we can determine the form of entropy functional for gravity (\(S_{\text{grav}}\)) in terms of the normal to the null surface, then it seems natural to demand that the dynamics should follow from the extremum prescription \(\delta [S_{\text{grav}} + S_{\text{matter}}] = 0\) for all null surfaces in the spacetime where \(S_{\text{matter}}\) is the relevant matter entropy.

The form of \(S_{\text{matter}}\) and \(S_{\text{grav}}\) can be determined as follows. Let us begin with \(S_{\text{matter}}\), which is easy to ascertain from the previous discussion. If \(T_{ab}\) is the matter energy–momentum tensor in a general \(D(\geq 4)\)-dimensional spacetime then an
expression for matter entropy relevant for our purpose can be taken to be

\[ S_{\text{mat}} = \int_V d^Dx \sqrt{-g} T_{ab} n^a n^b, \tag{202} \]

where \( n^a \) is a null vector field. From our equation (193) we see that the entropy density associated with proper 3-volume is \( \beta (T_{ab} \xi^a \xi^b) dV_{\text{prop}} \) where—on the horizon—the vector \( \xi^a \) becomes proportional to a null vector \( n^a \). If we now use the Rindler coordinates in equation (7) in which \( \sqrt{-g} = 1 \) and interpret the factor \( \beta \) as arising from an integration of \( dt \) in the range \((0, \beta)\) we find that the entropy density associated with a proper four volume is \((T_{ab} n^a n^b)\). This suggests treating equation (202) as the matter entropy. For example, if \( T_{ab} \) is due to an ideal fluid at rest in the LIF then \( T_{ab} n^a n^b \) will contribute \((\rho + P)\), which—by Gibbs–Duhem relation—is just \( T_{\text{local}}(s) \) where \( s \) is the entropy density and \( T_{\text{local}}^{-1} = \beta N \) is the properly redshifted temperature. Then

\[
\int dS = \int \sqrt{h} D^{D-1} x s = \int \sqrt{h} N D^{D-1} x \beta (\rho + P) \\
= \int \sqrt{h} N D^{D-1} x \beta (\rho + P) \\
= \int_0^\beta dt \int D^{D-1} x \sqrt{-g} T^{ab} n_a n_b, \tag{203}
\]

which matches with equation (202) in the appropriate limit.

It should be stressed that this argument works for any matter source, not necessarily the ones with which we conventionally associate an entropy. What is really relevant is only the energy flux close to the horizon from which one can obtain an entropy flux. We do have the notion of energy flux across a surface with normal \( r^a \) being \( T_{ab} \xi^b r^a \) which holds for any source \( T^{ab} \). Given some energy flux \( \delta E \) in the Rindler frame, there is an associated entropy flux loss \( \delta S = \beta \delta E \) as given by equation (113). (One might think, at first sight, that an ordered field, say, a scalar field, has no temperature or entropy but a Rindler observer will say something different. For any state, she will have a corresponding density matrix \( \rho \) and an entropy \(-\text{Tr}(\rho \ln \rho)\); after all, she will attribute entropy even to vacuum state.) It is this entropy which is given by equations (113) and (202). The only non-trivial feature in equation (202) is the integration range for time which is limited to \((0, \beta)\). This is done by considering the integrals in the Euclidean sector and rotating back to the Lorentzian sector but the same result can be obtained working entirely in the Euclidean sector. (There is an ambiguity in the overall scaling of \( n^a \) since if \( n^a \) is null so is \( f(x) n^a \) for all \( f(x) \); we will comment on this ambiguity, which anyway turns out to be irrelevant, later on.)

Next, let us consider the expression for \( S_{\text{grav}} \). We will first describe the simplest possible choice and then consider a more general expression. The simplest choice is to postulate \( S_{\text{grav}} \) to be a quadratic expression [139] in the derivatives of the normal:

\[ S_{\text{grav}} = -4 \int_V d^Dx \sqrt{-g} F_{\mu \nu} \nabla_\mu n^a \nabla_\nu n^b, \tag{204} \]

where the explicit form of \( P_{\mu \nu}^{ab} \) is ascertainment below. The expression for the total entropy now becomes

\[ S[n^a] = -\int_V d^Dx \sqrt{-g} (4 P_{\mu \nu}^{ab} \nabla_\mu n^a \nabla_\nu n^b - T_{ab} n^a n^b), \tag{205} \]

We should be able to determine the field equations of gravity by extremizing this entropy functional. However, there is one crucial conceptual difference between the extremum principle introduced here and the conventional one. Usually, given a set of dynamical variables \( n_a \) and a functional \( S[n_a] \), the extremum principle will give a set of equations for the dynamical variable \( n_a \). Here the situation is completely different. We expect the variational principle to hold for all null vectors \( n^a \) thereby leading to a condition on the background metric. Obviously, the functional in equation (205) must be rather special to accomplish this and one needs to impose restrictions on \( P_{\mu \nu}^{ab} \)—and \( T_{ab} \) though that condition turns out to be trivial—to achieve this. (Of course, one can specify any null vector \( n^a(x) \) by giving its components \( f^A(x) \equiv n^a e^a_A \) with respect to fixed set of basis vectors \( e^a_A \) with \( e^a_B = \delta^a_B \) so that \( n^a = f^A e^a_A \). So the class of all null vectors can be mapped to the scalar functions \( f^A \) with the condition \( f_A f^A = 0 \).)

It turns out—as we shall see below—that two conditions are sufficient to ensure this. First, the tensor \( P_{abcd} \) should have the same algebraic symmetries as the Riemann tensor \( R_{abcd} \) of the \( D \)-dimensional spacetime. This condition can be ensured if we define \( P_{a}^{bcd} \) as

\[ P_{a}^{bcd} = \frac{\partial L}{\partial R_{bcdn}}, \tag{206} \]

where \( L = L(R_{abcd}; g^{ab}) \) is some scalar. The motivation for this choice arises from the fact that this approach leads to the same field equations as the one with \( L \) as gravitational Lagrangian in the conventional approach (which explains the choice of the symbol \( L \)). Second, we will postulate the condition:

\[ \nabla_a P^{abcd} = 0 \tag{207} \]

as well as \( \nabla_a T^{ab} = 0 \) which is anyway satisfied by any matter energy–momentum tensor.

One possible motivation for this condition in equation (207) arises from the following fact: It will ensure that the field equations do not contain any derivative of the metric which is of higher order than second. Another possible interpretation arises from the analogy introduced earlier. If we think of \( n^a \) as analogous to deformation field in elasticity, then, in theory of elasticity [140] one usually postulates the form of the thermodynamic potentials which are quadratic in first derivatives of \( n_a \). The coefficients of this term will be the elastic constants. Here the coefficients are \( P_{abcd} \) and the condition in equation (207) may be interpreted as saying the ‘elastic constants of spacetime solid’ are actually ‘constants’. This is, however, not a crucial condition and in fact we will see below how this condition in equation (207) can be relaxed.
7.2. The field equations

Varying the normal vector field \( n^a \) in equation (205) after adding a Lagrange multiplier function \( \lambda(x) \) for imposing the condition \( n_a \delta n^a = 0 \), we get

\[
-\delta S = 2 \int \mathcal{D}x \sqrt{-g} \left[ 4 P_{abcd} \nabla_c n^a (\nabla_d \delta n^b) - T_{ab} n^a \delta n^b - \lambda(x) g_{ab} n^a \delta n^b \right],
\]

where we have used the symmetries of \( P_{abcd} \) and \( T_{ab} \). (We note, for future reference, that the Lagrange multiplier in the calculation only imposes the constancy of \( n_a n^a \) under variation and does not require \( n_a \) to be null vector.) An integration by parts and the condition \( \nabla_d P_{ab} = 0 \), leads to

\[
-\delta S = 2 \int \mathcal{D}x \sqrt{-g} \left[ -4 P_{abcd} \left( \nabla_c n^a \nabla_d n^b \right) - \left( T_{ab} + \lambda g_{ab} \right) n^a \right] \delta n^b
+ 8 \int \mathcal{D}x \sqrt{h} \left[ k_a P_{abc} \left( \nabla_c n^a \right) \right] \delta n^b,
\]

where \( k^a \) is the \( D \)-vector field normal to the boundary \( \partial \mathcal{V} \) and \( h \) is the determinant of the induced metric on \( \partial \mathcal{V} \). As usual, in order for the variational principle to be well defined, we require that the variation \( \delta n^b \) of the vector field should vanish on the boundary. The second term in equation (209) therefore vanishes, and the condition that \( S[n^a] \) is an extremum for arbitrary variations of \( n^a \) then becomes

\[
2 P_{ab} \left( \nabla_c \nabla_d - \nabla_d \nabla_c \right) n^a - \left( T_{ab} + \lambda g_{ab} \right) n_a = 0,
\]

where we used the antisymmetry of \( P_{abcd} \) in its upper two indices to write the first term. Using the definition of the Riemann tensor in terms of the commutator of covariant derivatives and writing \( R_{ab} = P_{ab}^{cd} R_{cd}^{jk} \), the above expression reduces to

\[
(2 R_{ab} - T_{ab} + \lambda \delta_{ab}) n_a = (2 G_{ab} - T_{ab} + (L + \lambda) \delta_{ab}) n_a = 0,
\]

where we have used the definition of \( G_{ab} \) in equation (97). We see that the equations of motion \( \text{do not contain derivatives} \) with respect to \( n^a \) which is, of course, the crucial point. This peculiar feature arose because of the symmetry requirements we imposed on the tensor \( P_{abcd} \). (Multiplying by \( n^a \) and noting \( n^a n_a = 0 \) we see that equations (211) and (196) are identical.) We need the condition in equation (211) holds for \( \text{arbitrary vector fields} n^a \). One can easily show [139] using \( \nabla_a G_{ab} = 0 = \nabla_b T_{ab} \) that this requires \( \lambda + L = \text{constant} \) leading to the field equation

\[
G_{ab} = \left[ R_{ab} - \frac{1}{2} \delta_{ab} L \right] - \frac{1}{2} T_{ab} + \Lambda \delta_{ab},
\]

where \( \Lambda \) is a constant. Comparison of equation (97) (or (equation (81))) with equation (212) shows that these are precisely the field equations for gravity in a theory with Lagrangian \( L \) when equation (205) is satisfied. One crucial difference between the two equations is the introduction of the cosmological constant \( \Lambda \) as an integration constant in equation (212); we will discuss this later in section 7.5.

We mentioned earlier that the expression in equation (205) depends on the overall scaling of \( n^a \) which is arbitrary, since \( f(x) n^a \) is a null vector if \( n^a \) is null. But since the arbitrary variation of \( n^a \) with the constraint \( n_a n^a = 0 \) includes scaling variations of the type \( \delta n^a = \epsilon(x) n^a \), it is clear that this ambiguity is irrelevant for determining the equations of motion.

To summarize, we have proved the following. Suppose we start with a total Lagrangian \( L(R_{abcd}, g_{ab}) + L_{\text{matter}} \), define a \( P_{abcd} \) by equation (206) ensuring it satisfies equation (207). Varying the metric with this action will lead to certain field equations. We have now shown that we will get the \textit{same} field equations (but with a cosmological constant) if we start with the expression in equation (205), maximize it with respect to \( n^a \) and demand that it holds for all \( n^a \).

This result might appear a little mysterious at first sight, but the following alternative description will make clear why this works. Note that, using the constraints on \( P_{abcd} \) we can prove the identity

\[
4 P_{abcd} \nabla_c n^a \nabla_d n^b = 4 \nabla_a [P_{abcd} n^a \nabla_d n^b] - 4 n^a P_{abcd} \nabla_c \nabla_d n^b
= 4 \nabla_a [P_{abcd} n^a \nabla_d n^b] - 2 n^a P_{abcd} \nabla_c \nabla_d n^b
= 4 \nabla_a [P_{abcd} n^a \nabla_d n^b] - 2 n^a P_{abcd} \nabla_c \nabla_d n^b
= 4 \nabla_a [P_{abcd} n^a \nabla_d n^b] + 2 n^a G_{abcd} n^d,
\]

where the first line uses equation (207), the second line uses the antisymmetry of \( P_{abcd} \) in \( c \) and \( d \), the third line uses the standard identity for commutator of covariant derivatives and the last line is based on equation (81) when \( n_a n^a = 0 \) and equation (207) hold. Using this in the expression for \( S \) in equation (205) and integrating the four-divergence term, we can write the entropy functional as

\[
S[n^a] = - \int \mathcal{D}x \sqrt{-g} \left[ 4 P_{abcd} n^a \nabla_d n^b \right]
- \int \mathcal{D}x \sqrt{-g} \left[ (2 G_{abcd} - T_{abcd}) n^a n^b \right].
\]

So, when we consider variations ignoring the surface term we are effectively varying \( (2 G_{abcd} - T_{abcd}) n^a n^b \) with respect to \( n_a \) and demanding that it holds for all \( n_a \). This is the reason why we get \( (2 G_{abcd} = T_{abcd}) \) except for a cosmological constant. There is an ambiguity of adding a term of the form \( \lambda g_{ab} \) in the integrand of the second term in equation (214) leading to the final equation \( (2 G_{abcd} = T_{abcd} + \lambda g_{ab}) \) but the Bianchi identity \( \nabla_b G_{ab} = 0 \) along with \( \nabla_b T_{ab} = 0 \) will make \( \lambda \) (x) actually constant. (We see from equation (213) that, in the case of Einstein’s theory, we have a bulk Lagrangian \( n^a (\nabla_a \nabla_b) n^b \) for a vector field \( n^a \)—plus for a surface term which does not contribute to variation. In flat spacetime, in which covariant derivatives become partial derivatives, the bulk lagrangian becomes vacuous; i.e. there is no bulk dynamics in \( n^a \), in the usual sense. Nevertheless, they do play a crucial role.)

The expression in equation (214) also connects up with our previous use of \( 2 G_{abcd} n^a n^b \) as gravitational entropy density. The gravitational part of the entropy in equation (214) can be written as

\[
S_{\text{grav}}[n^a] = - \int \mathcal{D}x \sqrt{-g} 4 P_{abcd} \nabla_c n^a \nabla_d n^b
- \int \mathcal{D}x \sqrt{-g} (2 G_{abcd} n^a n^b).
\]
with one bulk contribution (proportional to $2G_{ab}n^an^b$) and a surface contribution. When equations of motion hold, the bulk also get a contribution from matter which cancels it out leaving the entropy of a region $V$ to reside in its boundary $\partial V$.

It is now clear how we can find an $S$ for any theory, even if equation (206) does not hold. This can be achieved by starting from the expression $(2G_{ab} - T_{ab})n^an^b$ as the density entropy, using equation (81) for $G_{ab}$ and integrating by parts. In this case, we get for $S_{\text{grav}}$ the expression:

$$S_{\text{grav}} = -4 \int_V d^4x \sqrt{-g} \left[ P_{abcd} \nabla_i n_a \nabla_d n_b + (\nabla_a P_{abcd}) n_b n_d + (\nabla_c P_{abcd}) n_a n_b \right].$$

(216)

Varying this with respect to $n^a$ will then lead to the correct equations of motion and—incidentally—the same surface term.

While one could indeed work with the more general expression in equation (216), there are four reasons to prefer the imposition of the condition in equation (206). First, as we shall see below, with that condition we can actually determine the form of $L$; it turns out that in $D = 4$, it uniquely selects Einstein’s theory, which is probably a nice feature. In higher dimensions, it picks out a very geometrical extension of Einstein’s theory in the form of Lanczos–Lovelock theories. Second, it is difficult to imagine why the terms in equation (216) should occur with very specific coefficients. In fact, it is not clear why we cannot have derivatives of $R_{abcd}$ in $L$, if the derivatives of $P_{abcd}$ can occur in the expression for entropy. Third, it is clear from equation (81) that when $L$ depends on the curvature tensor and the metric, $G_{ab}$ can depend up to the fourth derivative of the metric if equation (206) is not satisfied. But when we impose equation (206) then we are led to field equations which have, at most, second derivatives of the metric tensor which is again a desirable feature. Finally, if we take the idea of elastic constants being constants, then one is led to equation (206). None of these rigorously exclude the possibility in equation (216) and in fact this model has been explored recently [141].

Our variational principle extremizes the total entropy of matter and gravity when $n_a$ is a null vector. It is, however, possible to provide an alternative interpretation of our variational principle (along the lines of [69]), which is of interest when we are dealing with static spacetimes with a horizon. Such spacetimes are described by the line element

$$ds^2 = -N^2(x) dt^2 + g_{ij}(x) dx^i dx^j.$$  

(217)

If $n^i = \xi^i/N$ denotes the four-velocity of static observers with $\xi^0 = \text{const}$, then the matter energy is given by the integral of $dU = T_{ab}n^an^b \sqrt{g} d^{D-1}x = T_{ab}n^a n^b \sqrt{-\tilde{g}} d^{D-1}x$. In this case, our variational principle can be thought of as extremizing just the gravitational entropy in equation (204) subject to two constraints: (i) $\delta(n,n^i) = 0$ where $n^i$ is now the velocity vector of static observers with $n.n^i = -1$ and (ii) the total matter energy $U$ is constant. Implementing the constancy of $U$ under variation by a Lagrange multiplier $\beta$ and extremizing $S - \beta U$, we can as usual identify $\beta$ with the range of time integration by analytic continuation from the Euclidean sector so that $\beta U$ becomes an integral over $T_{ab}n^a n^b \sqrt{-\tilde{g}} d^{D-1}x$. Also note that, when $n^i$ is a non-null vector, the identity in equation (213) becomes

$$4P_{ab} \nabla_i n^a \nabla_d n^b = 4\nabla_i [P_{ab} n^a \nabla_d n^b] + 2R_{ai} n^a n^i,$$

(218)

which allows us to work with an alternative definition of $S$ given by

$$S[n^a] \propto \int_V d^4x \sqrt{-g} \left( 2R_{ai} n^a n^i \right) = \beta \int d^{D-1}x \sqrt{h} \left( J_a n^a \right),$$

(219)

where the second equality arises on replacing the time integration by multiplication by $\beta$ and using $\sqrt{-g} = N \sqrt{h}, n^i = \xi^i/N$ along with the expression for Noether current in equation (89). This result reinforces the idea that this expression is gravitational entropy. In the context of Einstein’s theory (with $R_{ai} = R_{ab}$) this reduces to the expression used in [69]. More details regarding this approach can be found in [69, 131].

Having determined the gravitational field equations, we will make a brief comment on the matter sector, before proceeding further. In the conventional action principle, one will have a functional which depends on the gravitational degrees of freedom through the metric and on the matter degrees of freedom through the matter variables and we will vary both to get the equations of motion for gravity and matter. In maximizing the entropy we have only varied $n_a$. However, at the classical level, the equations of motion for matter are already contained in the condition $\nabla_i T^{ab} = 0$ which we have imposed. One can do quantum field theory in a curved spacetime using these field equations in the Heisenberg picture. Only in the context of path integral quantization of the matter fields, one needs to exercise some care. In this case, we should vary $n^a$ first and get the classical equations for gravity because the expression in equation (205) is designed as an entropy functional. But once we have obtained the field equations for gravity, we can perform the usual variation of matter Lagrangian in a given curved spacetime and get the standard equations [139].

So far we have not fixed $P_{abcd}$ and so we have not fixed the theory. It is, however, possible to determine the form of $P_{abcd}$ using equation (206) which we shall now describe.

7.3. The origin of Lanczos–Lovelock models

In a complete theory, the explicit form of $P_{abcd}$ will be determined by the long wavelength limit of the microscopic theory just as the elastic constants can—in principle—be determined from the microscopic theory of the lattice. In the absence of such a theory, we need to determine $P_{abcd}$ by general considerations which is possible when $P_{abcd}$ satisfies equation (207). Since this condition is identically satisfied by Lanczos–Lovelock models which are known to be unique, our problem can be completely solved by taking the $P_{abcd}$ as a
series in the powers of derivatives of the metric as
\[ p^{abcd}(g_{ij}, R_{ijkl}) = c_1 P^{abcd}(g_{ij}) + c_2 P^{abcd}(g_{ij}, R_{ijkl}) + \ldots, \]
where \( c_1, c_2, \ldots \) are coupling constants with the \( m \)th order term derived from the Lanczos–Lovelock Lagrangian:
\[ p_{ab}^{(m)} \propto \delta_{a\mu}^c \delta_{b\nu}^d \mathcal{R}^{\mu\nu}_{\rho\sigma} \cdots \mathcal{R}^{\rho\sigma}_{\theta\eta} \mathcal{R}^{\theta\eta}_r = \frac{\partial L_{(m)}}{\partial R^{ab}_{cd}} \]
where \( \delta_{a\mu}^c \) is the alternating tensor. The lowest order term depends only on the metric with no derivatives. The next term depends (in addition to metric) linearly on curvature tensor and the next one will be quadratic in curvature, etc. The lowest order term in equation (220) (which leads to Einstein’s theory) is
\[ P_{cd}^{(1)} = \frac{1}{16\pi} \frac{1}{2} \frac{\partial}{\partial x^c} \frac{\partial}{\partial x^d} = \frac{1}{4\pi} \left( \delta_{c}^{\gamma} \delta_{d}^{\epsilon} - \delta_{d}^{\gamma} \delta_{c}^{\epsilon} \right), \]
so that when we use equation (222) for \( p_{j}^{ik} \), equation (212) reduces to Einstein’s equations. The corresponding gravitational entropy functional is
\[ S_{GR}[n_r^a] = \int_V \frac{d^D x}{8\pi} \left( \nabla_v n_r^a \nabla_v n^a - \nabla_v n^a \right). \]
That is, we can obtain the field equations in general relativity by varying the vector fields \( n^a \) in the above functional and demanding that the resulting equations hold for all null vector fields. Interestingly, the integrand in \( S_{GR} \) has the \( \text{Tr}(K^2) - (\text{Tr}K)^2 \) structure. If we think of the \( D = 4 \) spacetime being embedded in a sufficiently large flat spacetime we can obtain the same structure using the Gauss–Codazzi equations relating the (zero) curvature of \( k \)-dimensional space to the curvature of spacetime. As mentioned earlier, one can express any vector field \( n^a \) in terms of a set of basis vector fields \( e^a_i \). Therefore, one can equivalently think of the functional \( S_{GR} \) as given by
\[ S_{GR}[n_r^a] = \int_V \frac{d^D x}{8\pi} \left( \nabla_v n_r^a \nabla_v n^a - \nabla_v n^a \right) \mathcal{P}^{IJ}, \]
where \( \mathcal{P}^{IJ} \) is a suitable projection operator. It is not clear whether the embedding approach leads to any better understanding of the formalism; in particular, it does not seem to generalize to a natural fashion to Lanczos–Lovelock models.

The next order term (which arises from the Gauss–Bonnet Lagrangian) in equation (98) is
\[ P_{cd}^{(2)} = \frac{1}{16\pi} \frac{1}{2} \delta_{ad}^{\epsilon} \delta_{bd}^{\gamma} \mathcal{R}^{\epsilon \gamma}_{\rho \sigma} = \frac{1}{8\pi} \left( \mathcal{R}^{cd}_{ab} - G^{cd}_{ab} \mathcal{G}^{\epsilon \gamma}_{\rho \sigma} \mathcal{R}^{\rho \sigma}_{\epsilon \gamma} \right), \]
and similarly for all the higher orders terms. None of them can contribute in \( D = 4 \), so we get Einstein’s theory as the unique choice if we assume \( D = 4 \). If we assume that \( p^{abcd} \) is to be built only from the metric, then this choice is unique in all \( D \).

### 7.4. On-shell value of entropy functional

The analysis so far used a variational principle based on the functional in equation (205). While the matter term in this functional has a natural interpretation in terms of entropy transferred to the horizon, the interpretation of the gravitational part needs to be made explicit. The interpretation of \( S_{\text{grav}} \) as entropy arises from the following two facts. First, we see from the identity equation (213) that this term differs from \( 2G_{ij}n^i n^j \) by a total divergence. On the other hand, we have seen earlier that the term \( 2G_{ij}n^i n^j \) can be related to the gravitational entropy of the horizon through the Noether current. In fact, equation (214) shows that when the equations of motion hold the total entropy of a bulk region is entirely on its boundary. Further if we evaluate this boundary term
\[ - S_{|\text{on-shell}} = 4 \int d^{D-1} x \kappa_{a} \sqrt{h} \left( p^{abcd} n_{c} \nabla_{b} n_{d} \right) \]
we have manipulated a few indices using the symmetries of \( p^{abcd} \) in the case of a stationary horizon which can be locally approximated as Rindler spacetime, one gets exactly the Wald entropy of the horizon [139].

To prove this, we will use a limiting procedure and provide a physically motivated choice of \( n^a \) based on the local Rindler frame. Making such a choice is necessary for two reasons. First, we do not expect the value of on-shell \( S \) to have any direct physical meaning for a solution which does not have a horizon. So some choices have to be made. Second, we had already mentioned that the expression for \( S \) is not invariant under the scaling \( n^a \rightarrow f(x)n^a \). While this is irrelevant for obtaining the field equations, it does change the value of on-shell \( S \). So we also need to have a prescription for normalization. We expect, however, to find sensible results when we evaluate this expression on a local Rindler approximation to the horizon which is what we shall do.

As usual, we shall introduce the LIF and LRF around an event and take the normal to the stretched horizon (at \( N = \epsilon \)) to be \( e_r \). In the coordinates used in equation (192), we have the components:
\[ n_a = (0, 1, 0, 0, \ldots); \quad n^a = (0, 1, 0, 0, \ldots); \quad \sqrt{h} = \kappa \epsilon \sqrt{\sigma}, \]
where \( \sigma \) is the metric determinant of the transverse surface. This vector field \( n^a \) is a natural choice for evaluation of equation (226) if we evaluate the integral on a surface with \( N = \epsilon = \) constant, and take the limit \( \epsilon \rightarrow 0 \) at the end of the calculation. In the integrand of equation (226) for the entropy functional, we use \( d^{D-1} x = d^D x_{\perp} \), \( \nabla_{b} n_{d} = \nabla_{b} n_{d} = \Gamma_{b}^{d} \), of which only \( \Gamma_{a}^{e} = \epsilon_{a}^{e} \) is non-zero. The integrand for the \( m \)th order term in equation (226) can be evaluated as follows:
\[ \sqrt{h} \kappa_{a} \left( 4 p^{abcd} n_{c} \nabla_{b} n_{d} \right) = \kappa \epsilon \sqrt{\sigma} \left( 4 p^{abcd} \nabla_{b} n_{d} \right) \]
\[ = \kappa \epsilon \sqrt{\sigma} \left( -4 p^{abcd} \Gamma_{a}^{d} \right) \]
\[ = \kappa \epsilon \sqrt{\sigma} \left( -4 p^{abcd} \Gamma_{a}^{d} \right) \]
\[ = \kappa \epsilon \sqrt{\sigma} \left( 4 m Q^{abcd} \right), \]
where \( Q^{abcd} = (1/m) p^{abcd} \). Rest of the calculation proceeds exactly as from equation (105) to equation (108) and we find that equation (226) gives the horizon entropy. This is a clear reason why we can think of \( S \) as entropy.
7.5. Cosmological constant and gravity

The approach outlined above has important implications for the cosmological constant problem [142] which we shall now briefly mention. In the conventional approach, we start with an action principle which depends on matter degrees of freedom and the metric and vary (i) the matter degrees of freedom to obtain the equations of motion for matter and (ii) the metric and vary (i) the matter degrees of freedom to obtain the field equations of gravity. The equations of motion for matter remain invariant if one adds a constant, say, \(-\rho_0\) to the matter Lagrangian. However, gravity breaks this symmetry which the matter sector has and \(\rho_0\) appears as a cosmological constant term in the field equations of gravity. If we interpret the evidence for dark energy in the universe (see [143]; for a critical look at data, see [144] and references therein) as due to the cosmological constant, then its value has to be fine-tuned to satisfy the observational constraints. It is not clear why a particular parameter in the low energy sector has to be fine-tuned in such a manner.

In the alternative perspective described here, the functional in equation (205) is clearly invariant under the shift \(L_m \rightarrow L_m - \rho_0\) or equivalently, \(T_{ab} \rightarrow T_{ab} + \rho_0 g_{ab}\), since it only introduces a term \(-\rho_0 n^a n^b\) for any null vector \(n^a\). In other words, one cannot introduce the cosmological constant as a low energy parameter in the action in this approach. We saw, however, that the cosmological constant can reappear as an integration constant when the equations are solved. The integration constants which appear in a particular solution have a completely different conceptual status compared with the parameters which appear in the action describing the theory. It is much less troublesome to choose a fine-tuned value for a particular integration constant in the theory if observations require us to do so. From this point of view, the cosmological constant problem is considerably less severe when we view gravity from the alternative perspective.

This extra symmetry under the shift \(T_{ab} \rightarrow T_{ab} + \rho_0 g_{ab}\) arises because we are not treating metric as a dynamical variable in an action principle. In fact, one can state a stronger result [145, 146]. Consider any model of gravity satisfying the following three conditions: (1) the metric is varied in a local action to obtain the equations of motion. (2) We demand full general covariance of the equations of motion. (3) The equations of motion for matter sector are invariant under the addition of a constant to the matter Lagrangian. Then, we can prove a ‘no-go’ theorem that the cosmological constant problem cannot be solved in such model. That is, we cannot solve cosmological constant problem unless we drop one of these three demands. Of these, we do not want to sacrifice general covariance encoded in (2); neither do we have a handle on low energy matter Lagrangian so we cannot avoid (3). So the only hope we have is to introduce an approach in which gravitational field equations are obtained by varying some

degrees of freedom other than \(g_{ab}\) in a maximization principle. This suggests that the so-called cosmological constant problem has its roots in our misunderstanding of the nature of gravity.

Our approach is not yet developed far enough to predict the value of the cosmological constant. But providing a mechanism in which the bulk cosmological constant decouples from gravity is a major step forward. It was always thought that some unknown symmetry should make the cosmological constant (almost) vanish and weak (quantum gravitational) effects which break this symmetry could lead to its small value. Our approach provides a model which has such symmetry. The small value of the observed cosmological constant has to arise from non-perturbative quantum gravitational effects at the next order, for which we do not yet have a fully satisfactory model. (See, however, [147, 148].)

7.6. Thermodynamic route to gravity: summary of the paradigm

The paradigm described in this review is summarized in figure 5. The key idea is that the behaviour of bulk spacetime is similar to the behaviour of a macroscopic body of, say, gas and can be usefully described through thermodynamic concepts—even though these concepts may not have any meaning in terms of the true microscopic degrees of freedom. This is exactly similar to the fact that, while one cannot attribute entropy, pressure or temperature to a single molecule of gas, they are useful quantities to describe the bulk behaviour of large number of gas molecules. In such a paradigm, the field equations can be obtained by extremizing the entropy expressed in terms of suitable variables. The motivation for such a thermodynamic route to gravity is amply demonstrated by the existence of local Rindler observers who perceive local horizons and thermal behaviour around any event in spacetime and is summarized in the boxes in figure 5 leading to the central theme: ‘Spacetime has an entropy density’ from the top.

The form of the entropy function encodes the information about dynamics and its extremisation leads to the field equations. We have described the specific forms of this function in different contexts along with their physical meaning and inter-relationship in the previous sections (see, e.g. equations (204), (219) and (197)). In the context of quadratic functionals, we are led to Lanczos–Lovelock model of gravity in general and to Einstein gravity (uniquely) in \(D = 4\). This is indicated in the boxes at the bottom of figure 5.

In the complete description (statistical mechanics of the ‘atoms of spacetime’) one should be able to obtain the form of the entropy in terms of the microscopic degrees of freedom (as indicated by dashed arrows in figure 5). In the absence of such a theory, we are relying on a thermodynamic description in which the form of the entropy function that leads [131] to equipartition of energy among the degrees of freedom and to acceptable field equations. The leading term for entropy function in the correct theory is likely to be quadratic, thereby giving rise to Lanczos–Lovelock models, but in a full description we will also be able to calculate further corrections.

---

5 It is sometimes claimed that a spin-2 graviton in the linear limit has to couple to \(T_{ab}\) in a universal manner, in which case, one will have the graviton coupling to the cosmological constant. In our approach, the linearized field equations for the spin-2 graviton field \(h_{ab} = \epsilon_{ab} - \eta_{ab}\), in a suitable gauge, will be \((C h_{ab} - T_{ab}) n^a n^b = 0\) for all null vectors \(n^a\). This equation is still invariant under \(T_{ab} \rightarrow T_{ab} + \rho_0 g_{ab}\) showing that the graviton does not couple to cosmological constant.
8. Conclusions and outlook

This review concentrated, true to the title, several new insights which have been gained regarding the thermodynamical aspects of gravity. It presented a case arguing that:

(a) the conventional approach in which one considers thermodynamical aspects of gravity as an interesting but subsidiary results of, say, doing quantum field theory in a spacetime with horizon, is fundamentally flawed. (b) There are several features of the theory which should be considered as strong hints favouring a fundamental revision of our approach towards gravity and spacetime. These hints appear in the form of peculiar relationships, especially in the structure of the action functionals describing gravity, and in the generality of the thermal phenomena they represent. (c) The last part of the review presented an alternate perspective which holds the promise for providing a more natural backdrop for understanding the relationship between gravitational dynamics and horizon thermodynamics.

It is useful to distinguish clearly (i) the mathematical results which can be rigorously proved from (ii) interpretational ideas which might evolve when our understanding of these issues deepen.

(i) From a purely algebraic point of view, without bringing in any physical interpretation or motivation, we can prove the following mathematical results:

- Consider a functional of null vector fields \( n^a(x) \) in an arbitrary spacetime given by equation (205) (or, more generally, by equation (216)). Demanding that this functional is an extremum for all null vectors \( n^a \) leads to the field equations for the background geometry given by \( (2G_{ab} - T_{ab}) n^a n^b = 0 \) where \( G_{ab} \) is given by equation (97) (or, more generally, by equation (81)). Thus field equations in a wide class of theories of gravity can be obtained from an extremum principle without varying the metric as a dynamical variable.
- These field equations are invariant under the transformation \( T_{ab} \rightarrow T_{ab} + \rho_0 \delta_{ab} \), which relates to the freedom of introducing a cosmological constant as an integration constant in the theory. Further, this symmetry forbids the inclusion of a cosmological constant term in the variational principle by hand as a low energy parameter. That is, we have found a symmetry which makes the bulk cosmological constant decouple from the gravity. When linearized around flat spacetime, the graviton inherits this symmetry and does not couple to the cosmological constant.
- On-shell, the functional in equation (205) (or, more generally, by equation (216)) contributes only on the boundary of the region. When the boundary is a horizon, this terms gives precisely the Wald entropy of the theory.

It is remarkable that one can derive not only Einstein’s theory uniquely in \( D = 4 \) but even Lanczos–Lovelock fields.
theory in $D > 4$ from an extremum principle involving the null normals without varying $g_{ab}$ in an action functional!

(ii) To provide a physical picture behind these mathematical results, it is necessary to invoke certain effective degrees of freedom which can participate in the (observer dependent) thermodynamic interactions near any local patch of a null surface that acts as a horizon for certain class of observers. At present we have no deep understanding of how this comes about but, at a qualitative level, the physical picture is made of the following ingredients:

- Assume that the spacetime is endowed with certain microscopic degrees of freedom capable of exhibiting thermal phenomena. This is just the Boltzmann paradigm: If one can heat it, it must have microstructure!, and one can heat up a spacetime.

- Whenever a class of observers perceive a change in the degrees of freedom close to a horizon participate in a very observer dependent thermodynamics. Matter which flows close to the horizon (say, within a few Planck lengths of the horizon) transfers energy to these microscopic, near-horizon, degrees of freedom as far as the observer who sees the horizon is concerned. Just as entropy of a normal system at temperature $T$ change by $\delta E / T$ when we transfer to it an energy $\delta E$, here also an entropy change will occur. (A freely falling observer in the same neighbourhood, of course, will deny all these!)

- We proved that when the field equations of gravity hold, one can interpret this entropy change in a purely geometrical manner involving the Noether current. From this point of view, the normals $n^a$ to local patches of null surfaces are related to the (unknown) degrees of freedom that can participate in the thermal phenomena involving the horizon. These degrees of freedom seem to obey standard rules of thermodynamics, including equipartition.

- Just as demanding the validity of special relativistic laws with respect to all freely falling observers leads to the kinematics of gravity, demanding the local entropy balance in terms of the thermodynamic variables, as perceived by local Rindler observers, leads to the field equations of gravity in the form $(2G_{ab} - \mathring{T}_{ab})n^a n^b = 0$.

As stressed in earlier sections, this involves a new layer of observer dependent thermodynamics. In particular, since observers in different states of motion will have different regions of spacetime accessible to them—for example, an observer falling into a black hole will not perceive a horizon in the same manner as an observer who is orbiting around it—we are forced to accept that the notion of entropy is an observer dependent concept. Fundamentally, this is no different from the fact different freely falling observers will measure physical quantities differently compared with non-geodesic observers; but in this case standard rules of special relativity allow us to translate the results between the observers. We do not yet have a similar set of rules for quantum field theory in non-inertial frames. It seems necessary to integrate the entire thermodynamic machinery (including what we usually consider to be the ‘real’ temperature) with this notion of LRFs having their own (observer dependent) temperature.

This requires an intriguing relationship between quantum fluctuations and thermal fluctuations. As an illustration, consider the relation $\delta E = T\delta S$ obtained in section 4.4 for the one-particle excited state which has a curious consequence when we take the non-relativistic limit [131]. The mode function $e^{imc^2/\hbar}(\psi(x)|_L)$ corresponding to a one-particle state in either inertial frame or Rindler frame goes over to a wave function $\psi(x)$ in the non-relativistic ($c \to \infty$), quantum mechanical, limit such that $\psi(x)$ satisfies a Schrodinger equation with an accelerating potential $V = mgx$ when viewed from the second frame. In describing the motion of a wave packet corresponding to such a particle, the quantum mechanical averages will satisfy the relation $(\delta E) = mg(\delta x) = F(\delta x)$. On the other hand, given the thermal description in the local Rindler frame, we would expect a relation like $(\delta E) = T \delta S$ to hold suggesting that the entropy gradient $\Delta S$ (due to the gradient $\Delta n$ in the microscopic degrees of freedom) present over a region $\delta x$ to give rise to a force $F = T \Delta S / (\delta x)$. If one assumes that (i) $\Delta S / k_B$ has to be quantized (based on the results of [133]) in units of $2\pi$ and (ii) $(\delta x) \approx \hbar / mc$ for a particle of mass $m$, then we reproduce $F = mg$ on using the Rindler temperature $k_B T = \hbar g / 2\pi c$. Alternatively, if one assumes that the force $F = T \Delta S / (\delta x)$ should be equal to $mg$, then the universality of the Rindler temperature for bodies with different $m$ arises if we use $(\delta x) = \hbar / mc$. In this case—which involves the quantum mechanical limit of a one-particle state in a non-inertial frame—we need to handle simultaneously both quantum and thermal fluctuations. The expression $F = T \Delta S / (\delta x)$ demands an intriguing interplay between thermal fluctuations (in the numerator, $T \Delta S$, arising from the non-zero temperature and entropy in local Rindler frame) and the quantum fluctuations (in the denominator, $(\delta x)$, related to the intrinsic position uncertainty $\hbar / mc$) for the theory to be consistent, including the choice of numerical factors.

At a conceptual level, this may be welcome when we note that every key progress in physics involved realizing that something we thought as absolute is not absolute. With special relativity it was the flow of time and with general relativity it was the concept of global inertial frames and when we brought in quantum fields in curved spacetime it was the notion of particles and temperature.

Many of these technical issues possibly can be tackled in more or less straightforward manner, though the mathematics can be fairly involved. But they may not be crucial to the alternative perspective or its further progress. The latter will depend on more serious conceptual issues, some of which are the following:

(i) How come the microstructure of spacetime exhibits itself indirectly through the horizon temperature even at scales much larger than Planck length and obeys an equipartition law (see, e.g. equation (180) and [69, 131])? This is possibly because the event horizon works as some kind of magnifying glass allowing us to probe trans-Planckian physics [82, 83] but this notion needs to be made more precise.
(ii) How does one obtain the expression for spacetime entropy density from some microscopic model? In particular, such an analysis — even with a toy model — should throw more light on why normals to local patches of null surfaces play such a crucial role as effective degrees of freedom in the long wavelength limit. Of course, such a model should also determine the expression for $T^{abcd}$ and get the metric tensor and spacetime as derived concepts - a fairly tall order!. (This is somewhat like obtaining theory of elasticity starting from a microscopic model for a solid, which, incidentally, is not a simple task either.)
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